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Abstract— In this paper, we present a simple yet effective deep 

denoising autoencoder (DDAE) based post-filter (DPF) approach 

for speech enhancement (SE). The DPF is designed to estimate the 

spectral difference of clean-noisy speech pair based on the en-

hanced-noisy speech pair. The difference estimated by the DPF 

approach is then used to compensate the noisy speech to obtain 

the final enhanced speech. We integrate the proposed DPF ap-

proach with one traditional SE method (minimum mean square 

error) and one deep-learning-based SE method (DDAE). Experi-

ments on various noise types and signal-to-noise-ratio conditions 

were carried out to test the integrated systems. Results of three 

standardized objective evaluation metrics and automatic speech 

recognition (ASR) tests confirm that integrating the proposed 

DPF can improve the performance in further reducing spectral 

distortions and enhancing the speech quality and intelligibility.  

I. INTRODUCTION 

Speech enhancement (SE) aims to retrieve clean speech sig-

nals from noise-corrupted ones and has served as a key unit in 

various speech-related applications, such as cochlear implants 

[1], hearing aids [2], automatic speech recognition (ASR) sys-

tems [3], and voice over internet protocol [4]. Traditionally, SE 

methods were derived based on some characteristics and statis-

tical assumptions of clean speech and noise signals. Notable 

approaches include spectral subtraction [5], Karhunen–Loeve 

transform [6], Wiener filter [7], and minimum mean square er-

ror (MMSE) [8]. In recent years, machine-learning-based algo-

rithms have been introduced to the SE field. Different from the 

traditional methods, a machine-learning-based SE approach 

generally prepares a denoising model in a data-driven manner 

without imposing strong statistical constraints. Well-known 

machine-learning-based models include nonnegative matrix 

factorization [9], compressive sensing [10], extreme learning 

machine [11], and deep learning models [12-21].  

More recently, the locally linear embedding (LLE) algorithm, 

a well-known manifold learning algorithm, has been used to 

design a post-filter to further improve the enhanced speech pro-

cessed by both traditional and machine-learning-based SE 

methods [22, 23]. Two LLE-based post-filter approaches, 

namely directly mapping and difference compensation, have 

been derived. Experimental results in [22, 23] first confirmed 

that both post-filter approaches could further improve the 

speech quality and intelligibility of the enhanced speech pro-

cessed by MMSE [8] and deep denoising autoencoder (DDAE) 

[15] SE methods. Moreover, the difference compensation ap-

proach yielded better performance than the directly mapping 

counterpart. On the basis of the success of the LLE-based post-

filter strategy, the present study proposes to adopting a deep 

learning based model, i.e., the DDAE model, as the difference 

compensation post-filter, termed DPF, to perform SE.  

The DPF approach consists of offline and online stages. In 

the offline stage, the spectral difference of {enhanced speech; 

noisy speech} (termed DEN) is used as the input feature while 

the spectral difference of {clean speech, noisy speech} (termed 

DCN) is used as the output feature to train the DPF model. 

More specifically, the DPF model aims to characterize the 

mapping function of transforming DEN features to DCN fea-

tures. In the online stage, we first compute the DEN features 

based on the spectral differences of {enhanced speech; noisy 

speech} of the testing speech. Next, by inputting the DEN fea-

tures into the DPF model, we can obtain the predicted DCN 

features. Finally, the enhanced speech is obtained by compen-

sating the spectral features of the noisy speech with the pre-

dicted DCN features. In this study, we investigate the compat-

ibility of the DPF approach with one traditional SE method 

(MMSE) and one deep-learning-based SE method (DDAE).   

To evaluate the proposed DPF approach, we adopted the 

Mandarin hearing in noise test (MHINT) sentences [24], which 

consisted of 300 utterances pronounced by a male native Man-

darin speaker recorded in a clean condition room. Three met-

rics for objective evaluations were adopted: perceptual evalua-

tion of speech quality (PESQ) [25], short-time objective intel-

ligibility measure (STOI) [26], and log-spectral distortion 

(LSD) [27]. Besides, we tested ASR performance using the 

DPF enhanced speech. Experimental results confirm the effec-

tiveness of the DPF approach in obtaining notable lower LSD 

scores, higher PESQ and STOI scores, and better ASR results, 

as compared to the corresponding single-stage SE systems. 

The remainder of this paper is organized as follows. Section 

2 presents the DPF approach. Section 3 presents the experi-

mental setup and results. Section 4 concludes this work. 
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II. THE PROPOSED OF DPF APPROACH  

Figures 1 and 2, respectively, show the offline and online 

stages of the DPF, which will be detailed in this section. 

 

A. The Offline Stage 

 
In the offline stage, as shown in Fig. 1, the spectral differ-

ence of {enhanced speech, noisy speech} (DEN) and the 

spectral difference of {clean speech, noisy speech} (DCN) are 

first calculated. Suppose that we have clean speech feature vec-

tors ( 𝑿 = [𝒙1, … , 𝒙𝑛 … , 𝒙𝑁] ), noisy speech feature vectors 

(𝒀 = [𝒚1, … , 𝒚𝑛 … , 𝒚𝑁]) and enhanced speech feature vectors 

(𝑿̂ = [𝒙1, … , 𝒙𝑛 … , 𝒙𝑁]), where 𝒙𝑛 , 𝒚𝑛 , and 𝒙𝑛  are the n-th 

clean, noisy, and enhanced vectors, respectively; N is the total 

number of training samples. The DEN features are computed 

by 𝑫𝐸𝑁 = 𝑿̂ − 𝒀 = [ 𝒅1
𝐸𝑁 , … , 𝒅𝑛

𝐸𝑁 , … , 𝒅𝑁
𝐸𝑁] , where 𝒅𝑛

𝐸𝑁 =
𝒙𝑛 − 𝒚𝑛, and the DCN features are computed by 𝑫𝐶𝑁 = 𝑿 −
𝒀 = [𝒅1

𝐶𝑁 , … , 𝒅𝑛
𝐶𝑁 , … , 𝒅𝑁

𝐶𝑁], where 𝒅𝑛
𝐶𝑁 = 𝒙𝑛 − 𝒚𝑛.  

With the DEN and DCN feature sets, the DPF approach es-

timates the mapping function 𝐹(∙): 
𝒅𝑛

𝐶𝑁 = 𝐹(𝒅𝑛
𝐸𝑁). (1) 

In this study, the DDAE model is used to model the mapping 

function, 𝐹(∙), and thus, Eq. (1) can be re-written as: 

ℎ1(𝒅𝑛
𝐸𝑁) = 𝜎(𝑾0𝒅𝑛

𝐸𝑁 + 𝒃0), 

(2) 
⋮ 

ℎ𝐽(𝒅𝑛
𝐸𝑁) = 𝜎(𝑾𝐽−1ℎ𝐽−1(𝒅𝑛

𝐸𝑁) + 𝒃𝐽−1), 

𝒅̂𝑛
𝐶𝑁 = 𝑾𝐽ℎ𝐽(𝒅𝑛

𝐸𝑁) + 𝒃𝐽, 

where {𝑾0…𝑾𝐽} are the weight matrices, {𝒃0…𝒃𝐽} are the 

bias vectors, and 𝒅̂𝑛
𝐶𝑁 is the computed output given the input 

𝒅𝑛
𝐸𝑁; 𝜎(. ) is an activation function, and the sigmoid function is 

used in this study. The parameter set of the DDAE model are 

estimated by: 

 

𝜃∗ = argmin
𝜃

(𝐿(𝜃) + 𝜂0‖𝑾0‖F
2 + ⋯+

𝜂𝐽‖𝑾𝐽‖F
2), 

(3) 

where 

𝐿(𝜃) =
1

𝑁
∑ ‖𝒅𝑛

𝐶𝑁 − 𝒅̂𝑛
𝐶𝑁‖

2

2𝑁
𝑛=1 , (4) 

where 𝜃 = {𝑾0 …𝑾𝐽; 𝒃0 …𝒃𝐽} is the parameter set of DDAE. 

In Eq. (3), {𝜂0 …𝜂𝐽} controls the tradeoff between the recon-

struction accuracy and regularization of the weighting coeffi-

cients, and ‖. ‖F
2  denotes the Frobenius norm. We set 𝜂0 =

⋯ = 𝜂𝐽=0.0002 and use a Hessian-free algorithm to compute 

the parameters of the DDAE model, 𝜃.  

B. The Online Stage 

In the online stage, given the noisy speech features 𝒀̅ =
[𝒚̅1, … , 𝒚̅𝑚 … , 𝒚̅𝑀]  , where M denotes the total number of 

frames in the testing utterance, we first obtain the enhanced 

speech features, 𝑿̿ = [𝒙1, … , 𝒙𝑚 … , 𝒙𝑀] . Then, we compute 

the DEN features  𝑫̅𝐸𝑁 = [ 𝒅̅1
𝐸𝑁 , … , 𝒅̅𝑚

𝐸𝑁 , … , 𝒅̅𝑀
𝐸𝑁] , where 

𝒅̅𝑚
𝐸𝑁 = [ 𝒙𝑚 − 𝒚̅𝑚]. Based on the computed DEN features, we 

then estimate the predicted DCN features using the DDAE 

model that is trained in the offline stage: 

𝒅̅𝑚
𝐶𝑁 = 𝐹(𝒅̅𝑚

𝐸𝑁). (5) 

Then 𝒅̅𝑚
𝐶𝑁 is used to perform feature compensation:  

𝒙𝑚 = 𝒚̅𝑚 + 𝒅̅𝑚
𝐶𝑁, (6) 

where 𝒙𝑚 is the final enhanced speech. The phase of the noisy 

speech is used as the phase of the enhanced speech. Finally, an 

inverse FFT (IFFT) is applied to convert the enhanced spectral 

and phase features to obtain the enhanced speech. 

 

 

 

III. EXPERIMENTS 

This section first presents the experimental setup and then 

demonstrates the experimental results. We intend to investigate 

the compatibility of DPF with different types of SE methods, 

and thus MMSE (a traditional statistical-model-based SE 

method) and DDAE (a deep-learning-based SE method) have 

been adopted as the first-stage SE methods to generate the ini-

tially enhanced speech, which is then processed by the DPF ap-

proach, as introduced in Section 2. 
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Fig. 1 The offline stage of the DPF approach. 

Fig. 2 The online stage of the DPF approach. 
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A. Experimental Setup 

As mentioned in Section 1, the MHINT sentences [24] were 

used to test the proposed DPF approach. Among the 300 clean 

speech utterances in the MHINT sentences, 250 utterances 

were used as the training data, and the remaining 50 utterances 

were used as the testing data. Two types of noises, car and two-

talker recorded in real environments, were used to generate 

noisy speech. All of the speech and noise signals were recorded 

in a 16 kHz/16 bit format. We prepared noisy speech by artifi-

cially adding noises to the clean speech. For the training set, 

the signal-to-noise ratio (SNR) ranged from -10 to 20 dB (with 

a 5 dB interval). As a result, for each noise type, 1750 noisy 

speech utterances (5×250) along with the corresponding clean 

speech utterances were prepared as the training set. For the test-

ing set, we prepared noisy speech with the SNR ranged from -

10 to 10 dB (with a 4 dB interval) for both noise types. 

To train the DPF model, we first obtained 1750 enhanced 

speech utterances by applying the first-stage SE methods on the 

1750 noisy speech in the training set. With the enhanced and 

noisy speech, we can prepare the DEN features (the input train-

ing samples of the DPF model). Meanwhile, based on the 1750 

noisy speech utterances and their corresponding clean versions, 

we can prepare the DCN features (the output training samples 

of the DPF model). The DPF model was realized by a DDAE 

model consisting of three hidden layers, with 2500 hidden 

nodes in each layer. For signal analysis, the frame length and 

the frame shift were 32 and 16 milliseconds, respectively. The 

Hamming window was used in the framing process. Each 

frame of speech signals was further converted to a 257-dimen-

sional log power spectral feature vector.   

We evaluated the performance of integrating the DPF ap-

proach with the MMSE and DDAE SE methods. In the follow-

ing discussions, the single-stage MMSE and DDAE SE meth-

ods are denoted as MMSE and DDAE, respectively, and the 

integrated DPF with MMSE and DDAE are denoted as DDAE-

DPF and MMSE-DPF, respectively. 

B. Objective Evaluation 

The PESQ [25], STOI [26], and LSD [27] metrics were used 

as the signal-level evaluation measures. The PESQ metric in-

dicates the speech quality with a score ranging from -0.5 to 4.5. 

The STOI metric indicates the speech intelligibility, with a 

score ranging from 0 to 1. The LSD metric indicates the differ-

ence between the enhanced and clean speech. For PESQ and 

STOI, a higher score stands for better speech quality and intel-

ligibility, respectively. For LSD, a lower score denotes that the 

enhanced speech is closer to the clean speech. 

We first investigated the performance of integrating DPF 

with MMSE. The objective scores of MMSE and MMSE -DPF 

are listed in Tables 1 and 2, respectively, for the car and two-

talker noisy conditions. The minima controlled recursive aver-

aging noise tracking algorithm [28] was used to compute the 

required statistics for the MMSE SE method. From the two ta-

bles, consistent improvements of PESQ, STOI, and LSD were 

noted in both car and two-talker noises for all SNR levels when 

the DPF was applied, confirming the effectiveness of the DPF 

approach to further enhance speech quality and intelligibility 

over the single-stage MMSE SE method. 

Next, we investigated the performance of integrating DPF 

with DDAE. Tables 3 and 4 demonstrate the results of the 

DDAE and DDAE-DPF in the car and two-talker noisy condi-

tions, respectively. We observed the same trends as those from 

Tables 1 and 2: DDAE-DPF outperforms DDAE in terms of 

PESQ, STOI, and LSD metrics consistently over all SNR levels 

for both noisy conditions. Please note that for DDAE-DPF, 

both the first-stage enhancement and the post-filter processing 

were conducted by the DDAE model with the same training 

criteria. The only difference of the first-stage enhancement and 

the post-filter processing was the input-output of the DDAE 

model. For the first-stage enhancement, the input-output were 

noisy-clean spectral features, while for the post-filter, the in-

put-output were DEN-DCN features (spectral differences). 

Note that we adopted the log power spectral features as the 

spectral features in this study. Therefore, the spectral difference 

is actually the spectral ratio in the linear domain. In other words, 

the first-stage DDAE model performed direct spectral mapping, 

and the second DDAE model (serves as a DPF) predicted the 

ratio of clean to noisy speech in order to compute the enhanced 

speech. It has been reported in [29] that direct spectral mapping 

and ratio-masking mechanisms can be used together to lever-

age the complementary information to achieve better SE per-

formance. The integrated DDAE SE model and DPF (DDAE-

based post-filter) presented in this study can be considered as a 

cascading approach to combine the knowledge of spectral map-

ping and the ratio-masking mechanisms when performing SE.      

TABLE 1.  
PESQ, STOI, AND LSD OF MMSE AND MMSE-DPF IN THE CAR NOISY 

CONDITION. 

 PESQ STOI LSD 

Method MMSE 
MMSE-

DPF 
MMSE 

MMSE-

DPF 
MMSE 

MMSE-

DPF 

SNR 10 3.13  3.17 0.92  0.95 1.10  0.79 
SNR 6 2.79  2.86 0.89  0.92 1.12  0.93 
SNR 2 2.43  2.49 0.85  0.88 1.18  1.09 
SNR 0 2.27  2.33 0.82  0.86 1.21  1.18 
SNR -2 2.11  2.14 0.79  0.84 1.26  1.26 
SNR -6 1.83  1.84 0.74  0.79 1.40  1.44 
SNR -10 1.58  1.61 0.67  0.74 1.55  1.58 

Ave 2.31  2.35 0.81  0.86 1.26  1.18 

TABLE 2.  
PESQ, STOI, AND LSD OF MMSE AND MMSE-DPF IN THE TWO- TALKER 

NOISY CONDITION. 

 PESQ STOI LSD 

Method MMSE 
MMSE-

DPF 
MMSE 

MMSE-

DPF 
MMSE 

MMSE-

DPF 

SNR 10 2.16  2.33 0.89  0.89 1.42  1.10 
SNR 6 1.84  1.97 0.83  0.85 1.57  1.27 
SNR 2 1.56  1.73 0.74  0.79 1.75  1.46 
SNR 0 1.50  1.63 0.70  0.75 1.85  1.53 
SNR -2 1.42  1.52 0.64  0.71 1.92  1.63 
SNR -6 1.30  1.35 0.52  0.64 2.10  1.76 

SNR -10 1.22  1.26 0.42  0.54 2.24  1.95 
Ave 1.57  1.68 0.68  0.74 1.83  1.53 
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TABLE 3.   
PESQ, STOI, AND LSD OF DDAE AND DDAE-DPF IN THE CAR NOISY 

CONDITION. 

 PESQ STOI LSD 

Method DDAE 
DDAE-

DPF 
DDAE 

DDAE-

DPF 
DDAE 

DDAE-

DPF 

SNR 10 2.72  3.32 0.89  0.95 0.77  0.61 
SNR 6 2.59  3.04 0.88  0.93 0.81  0.69 
SNR 2 2.37  2.71 0.86  0.90 0.89  0.78 
SNR 0 2.24  2.53 0.85  0.88 0.93  0.83 
SNR -2 2.16  2.39 0.84  0.86 0.96  0.88 
SNR -6 1.95  2.13 0.80  0.82 1.09  1.02 

SNR -10 1.74  1.88 0.77  0.78 1.22  1.16 
Ave 2.25  2.57 0.84  0.87 0.95  0.85 

TABLE 4.   
PESQ, STOI, AND LSD OF DDAE AND DDAE-DPF IN THE TWO- TALKER 

NOISY CONDITION. 

 PESQ STOI LSD 

Method DDAE 
DDAE-

DPF 
DDAE 

DDAE-

DPF 
DDAE 

DDAE-

DPF 

SNR 10 2.41  3.06 0.88  0.93 0.87  0.76 
SNR 6 2.21  2.73 0.86  0.91 0.92  0.83 
SNR 2 1.99  2.47 0.84  0.88 0.96  0.89 
SNR 0 1.91  2.33 0.82  0.86 1.00  1.16 
SNR -2 1.81  2.18 0.81  0.84 1.04  0.93 
SNR -6 1.60  1.92 0.76  0.80 1.14  1.03 

SNR -10 1.44  1.69 0.71  0.74 1.31  0.96 
Ave 1.91  2.34 0.81  0.85 1.04  0.94 

 

 

C. ASR Performance 

 

 
The results from the previous experiments have confirmed 

that the proposed DPF model can yield higher scores in three 

signal-level objective measures, namely PESQ, STOI, and 

LSD. Here we test the ASR performance using the enhanced 

speech to further confirm the effectiveness of the DPF ap-

proach. We used the Google ASR [30] as the speech recognizer, 

considering that ASR systems are often developed by a third-

party in most real world senarios. When testing recognition, the 

DPF enhanced speech was used as the input to the Google ASR, 

  
and the character error rate (CER) in Mandarin was commuted 

based on the correct transcription reference. The CER results 

of the car noise were reported in Fig. 3. In addition to DDAE-

DPF, the results of the unprocessed noisy speech (denoted as 

Noisy) and the single-stage DDAE enhanced speech (denoted 

as DDAE) are also presented for comparison. 

From the results in Fig. 3, we can note that when comparing 

to the unprocessed noisy speech, the speech processed by the 

single-stage DDAE achieved lower CERs in relatively noisier 

conditions (-10 to 2 dB SNR levels) while higher CERs in rel-

atively cleaner conditions (SNR higher than 6 dB). On the other 

hand, DDAE-DPF achieves further improvements over the sin-

gle-stage DDAE and outperforms unprocessed noisy speech 

consistently over low to high SNR levels.  

D. Spectrogram Analysis 

In addition to the objective measures and ASR tests, we also 

present the spectrogram plots in order to visually investigate 

the charactersitcs of the DPF enhanced speech. Figure 4 shows 

the spectrograms of the clean and noisy speech utterances at 6 

dB SNR level under two-talker noise. The spectrograms of the 

MMSE and DDAE enhanced speech utterances along with 

those further improved by the DPF are presented below the 

clean and noisy speech spectrgrams. From the figure, we can 

note that almost all of the SE methods can effectively reduce 

noise components from the noisy speech utterance. We also 

observe that the DPF approach can further improve the MMSE 

and DDAE enhanced speech by eliminating distortions and 

restoring the detailed information of the speech signals. From 

the objective evaluation results reported in Tables 1 to 4 and 

the spectrograms shown in Fig. 4, we can note that DDAE-DPF 

yields better enhancement results than MMSE-DPF. Since the 

single-stage DDAE can achieve better performance than the 

single-stage MMSE, the results suggest that the overall perfor-

mance of the DPF approach depends on the capability of the 

preceding SE method, which has also been noted in [22, 23]. 

IV. CONCLUSION 

This paper has presented a novel post-filter approach (DPF) 

based on the DDAE model. Experimental results show that the 

DPF approach can further improve both traditional and deep-
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Fig. 3: CER of Google ASR for noisy speech, DDAE, and DDAE-DPF. 

Fig. 4: Spectrograms of a clean utterance, with its noisy, MMSE, DDAE, 

MMSE-DPF, and DDAE-DPF versions in the two-talker noise at 6dB 

SNR condition. 
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learning-based SE methods in terms of signal-level objective 

evaluations (PESQ, STOI, and LSD) and ASR tests. The major 

contribution of this paper is that the DDAE model, which has 

been confirmed to provide satisfactory performance in spectral 

mapping, can also be used as a post-filter to further improve 

the enhanced speech. Moreover, the improvements provided by 

DDAE-DPF over the single-stage DDAE confirmed the ad-

vantage of combining the knowledge of spectral mapping and 

the ratio-masking mechanisms to achieve better SE perfor-

mance. In the future, we will explore the applicability of DPF 

in different noise types, the compatibility with other SE meth-

ods, and the unseen condition of test data. 
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