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Abstract—Benefiting from the great power of graphic processor units, researchers can now come up with more and more sophisticated and complex deep learning structures to solve computer vision problems in various fields with excellent results. However, real-time performance is the bottleneck for deep learning in some applications, like image super-resolution. In this paper, we propose an image super-resolution making use of both the advantages of Back Projection and Residual Networks (BPRN). It generalizes the residual networks as a hierarchical back projection process. We use both convolution and deconvolution to down- and up-sample images to feedback the residues for super-resolution. Furthermore, we come up with a Lighter BPRN (L-BPRN) model to achieve similar state-of-the-art PSNR but fewer network parameters. The testing process is much faster and also accurate for image super-resolution with different scaling factors. Compared with recent deep learning based image super-resolution approaches, experimental results show that our proposed methods can achieve the state-of-the-art PSNR and SSIM performance as well as fast realization.
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I. INTRODUCTION

Image Super-Resolution (SR) has gained much attention in the past decade. The task of SR is to reconstruct a high-resolution (HR) image from the low-resolution (LR) image with different scales. This ill-posed problem makes the reconstruction process more difficult when we up-sample the LR image with larger scales. The realization of good SR approaches in practical application requires a general model that can handle different up-scaling factors and degrading factors such as blur or noises.

To super-resolve a LR image, traditional learning based approaches tackle the complex image-space reconstruction as a patch based mapping problem. The basic idea is to decompose the image into small patches with simple features so that each patch can be reconstructed by an approximate linear mapping model. To learn a robust mapping model, the patch data need to be classified into groups and each group contains both LR and HR patch pairs to estimate the mapping models. This “divide and conquer” strategy requires external or internal patch pairs to extract the latent relationship between LR and HR images. Different classification methods [2]-[11] have been investigated for image super-resolution, including KNN [3]-[5], sparsity [2]-[3], Gaussian Mixture Model [6]-[7], Random Forest [8]-[11] and so on. To classify the patch data into different groups, hand crafted features are designed to extract the key information that distinctly maximizes the margin between patch groups.

However, traditional learning based SR approaches suffer from the lack of accuracy and generalization on real-time application because of the linear or sublinear approximation on data reconstruction and limited computation power on big data. The advent of Convolutional Neural Network (CNN) accelerates the development of image super-resolution [14]-[23]. The end-to-end structure minimizes the mean squared error between LR and HR images by varying network design. From shallow auto encoder structure to deep residual networks, the more complexity of the CNN structure, the better performance we can achieve. In order to suit for super-resolution with different upscaling factors, a lot of works combine the LR images with different resolutions and the corresponding HR images to learn the robust feature maps for multiscale super-resolution. To ease the computational complexity, deconvolution [15] and subpixel reconstruction [18] were proposed to up-sample the LR image to the desired resolution and then enhance the edge and texture areas. Most recently, Enhanced Deep Super-Resolution (EDSR) [22] and Deep Back-Projection Networks (DBPN) [23] approaches can achieve two of the best SR results in terms of both PSNR and also visual fidelity by exploring deeper and complex CNN structures. Though CNN based image super-resolution methods improve both quantitative and qualitative performance, the deep complex networks make the reconstruction both difficult for fair analysis or real-time application.

To address these drawbacks, we combine Back Projection and Residual Network (BPRN) for efficient image super-resolution. We propose a multi-stage CNN model with full exploitation of the residual information to learn the nonlinear mapping relationships between LR and HR images. Benefited from back projection [1] mechanism, we expand the iterative residual refinement into a cascaded enhanced network to gradually minimize the residue between LR and HR images. In this paper, we analyze our models on different datasets by comparing peak signal-to-noise ratio (PSNR) and computation time with other state-of-the-art CNN based SR approaches [14]-[23]. Meanwhile, we also give more investigation on the effect of number of convolution layers and filters to find the
optimal CNN structure. In summary, the main contributions of this work are threefold:

- We propose a general image super-resolution model that can super-resolve LR to multiscale resolution.
- We combine Back Projection and Residual Network (BPRN) to super-resolve LR images layer by layer to improve the visual quality.
- Finally, we compare the structure of the BPRN with other CNN models to come up with a lighter CNN model (L-BPRN) to speed up the computation time to achieve similar performance in terms of both subjective and objective qualities.

In Fig. 2, we show the residual blocks in ResNet [12], SRResNet [21] and EDSR [22] of their different structures. From ResNet to SRResNet, the ReLU layer is removed after addition process to preserve the negative residual part. Furthermore, it has been experimentally proven that the batch normalization layer is useless for image super-resolution because that the LR and HR images are normalized into range [0,1] as inputs for training. Normalizing features would cause extra information compression which discourages the model to achieve better super-resolution results. Hence, the EDSR model removes Batch Normalization layer to achieve better results.

In Fig. 3, we compare the residual blocks in ResNet, SRResNet and EDSR of their different structures.

Back-projection is an efficient iterative process to improve the data fidelity of super-resolution by minimizing the loss between the original LR image and the down-sampled SR image. Assuming we have a LR image with $X \in \mathbb{R}^{m \times n}$ and HR image $Y \in \mathbb{R}^{m' \times n'}$. Let $D$ be down-sampling operation and $H$ be blurring operation.

$$\min \frac{1}{2} \| X - DHY \|^2_2$$  \hspace{1cm} (1)

Back-projection aims to iteratively update the SR image $Y_0 \in \mathbb{R}^{m' \times n'}$ by processing inverse up-sampling operation on residual LR images as follows:

$$Y_0(t+1) = Y_0(t) - H^* \text{D}^{-1} \text{(DH}Y_0(t) - X)$$  \hspace{1cm} (2)

where $D^*$ is the up-sampling operator and $H^*$ is the deblurring operator. In the previous study, we need to assume a certain down-sampling and blurring operators and their inverse operators so that we can perform the iterative updating. Generally, researchers assume Bicubic as the up-/down-sampling operator for super-resolution. There are many deep learning based image super-resolution methods [14]/[17] which up-sample the LR image by Bicubic to obtain the initial HR image $Y_0$ as the input to match the dimension of the ground truth HR image and learn the residual between $Y_0$ and $Y$. However, we can employ the deconvolution procedure into residual block structure as a generalization of up-sampling operation in image super-resolution. By combine convolution and deconvolution process, we can generalize the back-projection as a type of residual network as shown below.

In Fig. 3, we compare the residual block in EDSR, back projection unit in DBPN [23] and the modified residual...
block in our proposed BPRN. Our proposed model removes two PReLU layers to simulate the EDSR model for avoiding unnecessary nonlinear mapping at skip connection, and adds an 1×1 identity layer on the residual part as shown in Eq. (3) to introduce the weighting mapping in order to learn more complex features for reconstruction.

\[ x_{l+1} = W_{up}(x_l) - W_{down}(W_{up}(x_l)) + W_{weight}(W_{up}(x_l)) \]  

(3)

In Eq. (3), \( W_{up} \) is the deconvolution layer and \( W_{down} \) is convolution layer and \( W_{weight} \) is the weighting layer. With the extra weighting layer, the shortcut connection between the input and output can be tuned by a weight layer to achieve better reconstruction.

\[ x_{l+1} = W_{up}(x_l) - W_{down}(W_{up}(x_l)) + W_{weight}(W_{up}(x_l)) \]  

\[ x_{l+1} = W_{up}(x_l) - W_{down}(W_{up}(x_l)) + W_{weight}(W_{up}(x_l)) \]

(a) EDSR

(b) DBPN

(c) Proposed BPRN

Figure 3. Compare residual block among the proposed BPRN, EDSR and DBPN

B. Lighter BPRN Networks

Let us further compare the network complexity of BPRN and other SR methods. We come up with a Lighter BPRN model (L-BPRN) which uses fewer parameters to achieve similar performance with much less computation times. The model is shown in Fig. 4.

\[ x_{l+1} = W_{up}(x_l) - W_{down}(W_{up}(x_l)) + W_{weight}(W_{up}(x_l)) \]  

\[ x_{l+1} = W_{up}(x_l) - W_{down}(W_{up}(x_l)) + W_{weight}(W_{up}(x_l)) \]

Figure 4. L-BPRN model

We reduce the number of filters and increase the number of layers of convolution filters to learn deeper features for deconvolution. We use a final concatenation layer to combine outputs of all \( T \) \((T>1)\) stages together to boost up the final super-resolution result. We summarize the structure parameter in Table I. Note that for L-BPRN, the number of filters in convolution layers is 32 and the number of filters in deconvolution layers is 16.

![Table I. Number of network parameters of different methods on scaling factor 4x](https://i.imgur.com/6yJ6Q.png)

### III. EXPERIMENTS

A. Training details and implementation

In the proposed networks, we firstly have two convolution layers of size 3×3. For deconvolution layers, we changed the filter size based on the up-scaling factor. For 4× enlargement, we used 8×8 filter with stride 4 and padding 2. For 8× enlargement, we used 12×12 filter with stride 8 and padding 4. We initialized the weights by [13] and used parametric rectified linear units (PReLU) instead of rectified linear units (ReLU) as the activation layer because PReLU allows small leakage along the negative values.

We trained all networks using image from DIV2K [25] without using augmentation (no rotation or flipping operation). We obtained the LR image by using Bicubic in MATLAB and we generated the LR-HR training image pairs by cropping 32×32 regions from LR images and 32α×32α regions from HR images, respectively, where \( \alpha \) is the up-sampling factor. The learning rate is 10^-4 for all layers and the total iteration number was 10^6. We used Adam with momentum 0.9 and weight decay 10^-4. All experiments were conducted using Caffe with two NVIDIA GTX 1080 Ti GPUs.

B. Model analysis

Let us compare the original BPRN model and L-BPRN model with different number of stages, for which we had conducted multiple networks S(\( T=2 \)), M(\( T=3 \)) and L(\( T=4 \)) similar to DBPN S(\( T=2 \)), M(\( T=4 \)) and L(\( T=6 \)). The results of 4× enlargement on Set5 dataset are shown in Fig. 5.
Our proposed BPRN can outperform the VDSR [16] at least 0.3 dB in PSNR. For BPRN, we used the same structure \((T=2)\) as in DBPN(S) but with our proposed residual block, we can see that BPRN can improve over 0.1 dB in PSNR which proves the significance of our proposed residual block model. For L-BPRN, compared with DBPN with different number of stages \((S, M, L)\), our proposed method can achieve higher or similar performance. In L-BPRN \((T=4)\), it can achieve similar PSNR compared to the DBPN \((T=6)\) but with only 60% parameters of the DBPN.

C. Data-ensemble Enhanced BPRN

To fully make use of the trained BPRN model, we can flip and rotate the LR image to generate eight augmented inputs \(\{X_r, X_r^\prime\}\) for each image, where \(r=0^\circ, 90^\circ, 180^\circ, 270^\circ\) and \(f\) is flipping operation, including the original LR image. For each augmented image, we generated its corresponding HR image and then we rotated it back to the original geometry \(\{Y_r, Y_r^\prime\}\). Finally, we averaged all the results together to obtain the enhanced BPRN or L-BPRN results \((BPRN^+ or L-BPRN^+)\).

D. Model-ensemble Enhanced BPRN

Meanwhile, from experimented observation, the performance of the proposed models changes when the number of iterations increases. Hence, we can choose the top \(K\) (in our case \(K=1\)) models with lowest loss (or highest PSNR) and average them together to form the final BPRN models \((M-BPRN\) or \(M-BPRN-L)\). This interesting feature is shown in Fig. 6:

![Figure 6. Model-ensemble Enhanced BPRN](image)

In Fig. 6, the BPRN models with top-4 PSNR performance at different augmented version of LR images are marked in red lines. Hence, from 8 augmented images, 4 models with highest PSNR were selected and averaged together to form the final robust model for testing.

E. Comparison with other SR methods

To confirm the performance of our proposed methods, we compare the super-resolution quality and computation complexity with 7 state-of-the-art SR algorithms: A+ [5], CRFSR [10], Super-Resolution via Convolutional Neural Network (SRCNN) [14], VDSR [16], SRResNet [21] and DBPN [23] on dataset Set5 [4], Set14 [4], BSD100 [24] and Urban100 [3] on scaling factors 2\times and 4\times.

PSNR [26] and SSIM [27] are used to evaluate the SR performance. All RGB images were converted to YUV color space and the Y channel was used for evaluation. For SR with a scaling factor of \(\alpha\), we cropped \(\alpha\) pixels near image boundary before calculation. Note that each up-scaling factor, we individually train a model for testing. Let us show this complete comparison of SR quality in TABLE II. We can see that our proposed method can achieve the second highest PSNR compared with the state-of-the-art DBPN methods. As for other deep learning based methods or traditional machine learning based methods, our proposed work can outperform them for about 0.2-2 dB in terms of PSNR.

Besides the SR quality comparison, we also measure the computational complexity in terms of computation time to show the tradeoff between SR quality and efficiency. We tested many data set. Let us use the computation time of Set5 dataset on scaling factors 4\times by Caffe implementation as a typical example. The methods for comparison includes: Bicubic, A+ [5], CRFSR [10], SRCNN [14], VDSR [16], Deep Recursive Residual Network (DRRN) [20], SRResNet [21] and DBPN [23].

![Figure 7. Computation time comparison with other works on 4\times super-resolution on Set5 dataset](image)

In Fig. 6, we can see that our proposed L-BPRN methods can achieve the fastest realization while remain very high PSNR performance. In GPU platform, L-BPRN is only slower than VDSR for 0.05 s but achieves 0.9 dB improvement in terms of PSNR. For CPU platform, except for very early work SRCNN, L-BPRN is the fastest deep learning based methods, which costs less than 30% of the computation of other state-of-the-art SR methods. Especially, L-BPRN uses only 0.17 s to achieve 32.24 dB, and the DBPN achieves 32.48 dB but requires 0.69 s computation time. The improvement on computation time of our proposed L-BPRN is very efficient for real time application.

Finally, in order to know more about the qualitative performance, we have shown the visual comparison between different works in Fig. 8 to Fig. 10. In Fig. 8, we can see the eyelash part is clearer using our proposed approach. In Fig. 9, we can see the pattern of the dome is reconstructed well using our proposed approach which other methods can only reconstruct the basic skeleton of the pattern. In Fig. 10, compared with other methods, our proposed approach can reconstruct the strides on zebras pretty clearly.
TABLE II. PSNR and SSIM comparison between state-of-the-art SR algorithms for scaling factor 2\times and 4\times

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Scale</th>
<th>Set5</th>
<th>BSD100</th>
<th>Urban100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
</tr>
<tr>
<td>Bicubic</td>
<td>2</td>
<td>33.65</td>
<td>0.930</td>
<td>30.34</td>
</tr>
<tr>
<td>A+[5]</td>
<td>2</td>
<td>36.54</td>
<td>0.954</td>
<td>32.40</td>
</tr>
<tr>
<td>CRFSR[10]</td>
<td>2</td>
<td>37.20</td>
<td>0.955</td>
<td>32.82</td>
</tr>
<tr>
<td>SRCNN[14]</td>
<td>2</td>
<td>36.65</td>
<td>0.954</td>
<td>32.29</td>
</tr>
<tr>
<td>VDSR[16]</td>
<td>2</td>
<td>37.53</td>
<td>0.958</td>
<td>32.97</td>
</tr>
<tr>
<td>DRRN[20]</td>
<td>2</td>
<td>37.74</td>
<td>0.959</td>
<td>33.23</td>
</tr>
<tr>
<td>SRRResNet[21]</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DBPN[23]</td>
<td>2</td>
<td>38.09</td>
<td>0.960</td>
<td>33.85</td>
</tr>
<tr>
<td>L-BPRN</td>
<td>2</td>
<td>37.88</td>
<td>0.959</td>
<td>33.68</td>
</tr>
<tr>
<td>Bicubic</td>
<td>4</td>
<td>28.42</td>
<td>0.810</td>
<td>26.10</td>
</tr>
<tr>
<td>A+[5]</td>
<td>4</td>
<td>30.30</td>
<td>0.859</td>
<td>27.43</td>
</tr>
<tr>
<td>CRFSR[10]</td>
<td>4</td>
<td>31.01</td>
<td>0.870</td>
<td>27.87</td>
</tr>
<tr>
<td>SRCNN[14]</td>
<td>4</td>
<td>30.49</td>
<td>0.862</td>
<td>27.61</td>
</tr>
<tr>
<td>VDSR[16]</td>
<td>4</td>
<td>31.35</td>
<td>0.882</td>
<td>28.03</td>
</tr>
<tr>
<td>DRRN[20]</td>
<td>4</td>
<td>31.68</td>
<td>0.888</td>
<td>28.21</td>
</tr>
<tr>
<td>SRRResNet[21]</td>
<td>4</td>
<td>32.05</td>
<td>0.891</td>
<td>28.53</td>
</tr>
<tr>
<td>DBPN[23]</td>
<td>4</td>
<td>32.47</td>
<td>0.898</td>
<td>28.82</td>
</tr>
<tr>
<td>L-BPRN</td>
<td>4</td>
<td>32.24</td>
<td>0.894</td>
<td>28.61</td>
</tr>
</tbody>
</table>

Figure 8. Visual quality comparison of our model with other works on 4\times super-resolution on baby.bmp in Set5

Figure 9. Visual quality comparison of our model with other works on 4\times super-resolution on img_083.bmp in Urban100
IV. CONCLUSIONS

In this paper, we propose an image super-resolution using Back Projection and Residual Network (BPRN) and Lighter BPRN (L-BPRN) deep learning based models to achieve state-of-the-art performance in terms of image quality and also fast computation. We have investigated the ResNet and back projection procedure and proposed a generalized residual network for image super-resolution by introducing the back projection mechanism. Not only do we come up with the proposed residual networks, we have also proposed to use fewer parameters to train the L-BPRN network that can efficiently realize image super-resolution in real-time to ease the computation. A large number of experiments on different datasets and scaling factors indicate that the proposed methods can outperform other state-of-the-art deep learning based methods. In the future, we will consider a modification on convolution layers of the proposed works on video super-resolution to achieve faster realization for applications.
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