No-Reference Video Quality Assessment based on Convolutional Neural Network and Human Temporal Behavior
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Abstract—The high performance video quality assessment (VQA) algorithm is a necessary skill to provide high quality video to viewers. However, since the nonlinear perception function between the distortion level of the video and the subjective quality score is not precisely defined, there are many limitations in accurately predicting the quality of the video. In this paper, we propose a deep learning scheme named Deep Blind Video Quality Assessment to achieve a more accurate and reliable video quality predictor by considering various spatial and temporal cues which have not been considered before. We used CNN to extract the spatial cues of each video in VQA and proposed new hand-crafted features for temporal cues. Performance experiments show that performance is better than other state-of-the-art no-reference (NR) VQA models and the introduction of hand-crafted temporal features is very efficient in VQA.

I. INTRODUCTION

As the popularity of mobile devices and the demand for video streaming services increase, video services are performed in various dynamic network environments. Therefore, the final quality enjoyed by the viewer is different according to the channel environment even for the same contents [1][2]. To accurately evaluate the difference, there is a need to measure the quality of the video that the viewer perceives.

However, to date, most quality assessment (QA) studies have focused on image quality assessment (IQA). Recent IQA studies [3]-[7] have resulted in higher performance improvements compared to earlier studies [8]. In particular, J. Kim et. al. [9] achieved state-of-the-art performance in IQA through deep neural networks. In [9], it can be seen that various spatial cues such as saliency region, high / low spatial frequency, and natural scene statistics (NSS) are extracted through feature map visualization.

On the other hand, due to the difficulty of analyzing visual characteristics, video has difficulty modeling nonlinear perception behaviors with a specific function different from image, and VQA method [10][11] is far below the IQA model. In conclusion, VQA has the lowest performance in QA field and VQA using only distorted video without reference one is a very challenging task.

In order to overcome the above-mentioned problems of making VQA difficult and the limits of existing VQA research, we proposed a new framework of no-reference (NR) VQA algorithm named deep blind video quality assessment (DeepVBQA). We use convolutional neural network (CNN) to improve the performance of NR VQA considering various temporal cues that were not considered in previous studies. We use pre-trained CNN model to extract various features. This introduces the concept of transfer learning, which is advantageous in that the number of training data does not cause overfitting. When the application of the model used in the transfer learning is similar to the original task, the performance of the original task increases. Therefore, NR IQA algorithm [9] similar to original task VQA was used as a model for transfer learning. However, image and video have obvious differences such as frame. Therefore, we extracted the features more suitable for VQA through fine-tuning in the model training process.

Additional hand-crafted features were used to reduce CNN model complexity. The reason for the increasing depth of CNN model in computer vision field is to extract high level features in the feature extraction process. However, since the features that affect video quality in QA field have been clarified through previous studies, it is possible to add the features in a hand-crafted way so that the deep learning model reduces the efforts to extract existing features. In addition, various temporal cues were considered by introducing new features revealed through experiments.

The remainder of this paper is organized as follows. Section II discusses how to extract spatial features and temporal features at the frame level. And Section III describes a feature vector learning process that regresses to a final subjective quality score through a feature aggregation process. Section IV demonstrates the superiority of the proposed model through various experiments. Conclusions and future work are discussed in Section V.
II. FRAME FEATURE EXTRACTION

In the feature aggregation stage, a set of frame-level features extracted from the distorted video is combined into a video feature. Finally, at the regression stage, the video feature is trained to predict the subjective score. The proposed Deep-BVQA is shown in Fig. 1.

A. Spatial Features by Pre-trained CNN Model

We used our previous CNN model [9] trained for image quality assessment to extract the spatial feature from the video frame. In particular, patch-based learning was used to solve the problem of lack of database, which is a problem in existing IQA deep learning. The method used to extract spatial features for VQA is shown in Fig. 2.

If the video given in Fig. 2 is V and lth frame is Vl, then the video frame Vl is divided into patch units, and nth patch can be called Vl(n). For Vl(n), each patch is passed through the local feature extraction part gθ(·) of Fig. 2 to extract the local feature vector \( x_n \) for nth patch \( x_n = gθ(V_l(n)) = (x_{n1}^1, x_{n2}^2, ..., x_{n100}^{100}) \). If there are \( N_m \) patches in lth frame, we get set of feature vector \( X = (x^1, x^2, ..., x^{N_m}) \) through the corresponding patches.

In order to extract meaningful features from X, mean and variance were used in frame levels. Taking averages is often used to analyze representative characteristics of local quality in QA problems [8], and standard deviation was used to analyze the global variation of local quality [12]. Thus, the mean pooled vector \( \mu_l = (\mu_1, \mu_2, ..., \mu_{100}) \) and the variance pooled vector \( \sigma_l = (\sigma_1, \sigma_2, ..., \sigma_{100}) \) is derived as follows:

\[
\mu_l = \frac{1}{N_m} \sum_{n=1}^{N_m} x_n^l, \tag{1}
\]

\[
\sigma_l = \frac{1}{N_m} \sum_{n=1}^{N_m} (x_n^l - \mu_l)^2 \tag{2}
\]

where \( l \) is the pooled feature index \((l=1,2,100)\). Therefore, if 200 feature vectors are extracted from each frame \( V_l \) of the video \( (100 \text{ features from } \mu_l \text{ and 100 features from } \sigma_l) \) and a video frame exists up to \( T \), a \( 200 \times T \)-dimensional spatial feature vector can be obtained from one video .

B. Temporal Features by Hand-crafted Methods

Our previous CNN model [9] is specialized to extract spatial features, so it is necessary to add temporal features for the algorithm to measure video quality. In this paper, we extract temporal sharpness variation to extract temporal features.

1) Temporal sharpness variation features: Experiments have shown that temporal variation of spatial cues has a significant effect on predicting picture quality. Fig. 3 shows the three consecutive frames of distorted video in the "BQMall" sequence of the CSIQ video database with mosquito noise at the top and an enlarged view of the local patch at the bottom shows the most noticeable changes in video. We can see that the (c) of the three frames is nearest to the original, and the distortion of (b) is the most severely distorted. By using H. Kim’s algorithm, which measures the sharpness of video, the sharpness of (c) was measured to be the largest and (b) to be the most blurred. As the temporal variation of frame quality increases, the contrast of the time domain in the temporal CSF [13] increases, so the human recognizes the noise in the video.

In conclusion, we use the temporal sharpness variation features because it reflects the human visual system characteristics of temporal variation CSF of frame sharpness.

If the \( l \)th frame of video V is \( V_l \), then the sharpness value obtained by applying the sharpness metric \( S(\cdot) \) derived from our previous work [14] is \( S(V_l) \).

Fig. 4 shows the change of the sharpness value per frame \( S(V_l) \) for the original image and the distorted image. We can see that the sharpness variation is larger for the distorted frame. Therefore, we used the variance of the sharpness value per
frame as a feature of temporal sharpness variation. If the value to be sought is $\sigma(S(V_t))$, it is obtained as:

$$\sigma(S(V_t)) = \frac{1}{T} \sum_{t=1}^{T} (S(V_t) - \mu)^2. \quad (3)$$

where, $\mu$ is obtained as the average of sharpness value $S(V_t)$ per frame.

III. FEATURE VECTOR LEARNING

A. Frame to Video Feature Aggregation

The proposed model is designed to extract spatial and temporal feature vectors within a frame through pre-trained CNN models and hand-crafted features. The extracted feature vector only considers adjacent frame information and does not reflect the overall tendency of the entire video frame. Therefore, as shown in Fig. 5, a feature vector of frame level requires an aggregation process to extract a video feature vector which represents a quality of a video.

The process is shown in Fig. 5. It begins by extracting spatial and temporal frame feature vectors for all frames of a video. And then, frame feature aggregation process $Z(\cdot)$ follows the feature extraction. Therefore, the N-dimensional frame level feature vector extracted through the frame feature extraction function can be expressed as $F_t = h_{\theta_t}(V_t) = (f_{t,1}, f_{t,2}, ..., f_{t,N})$. Assuming that an $\bar{f}_1, \bar{f}_2, \bar{f}_3, \bar{f}_4$ is an N-dimensional feature vector obtained through each of four pooling functions, each feature vector is obtained as follows:

$$\bar{f}_1 = z_1(F) = \frac{1}{T} \sum_{t=1}^{T} f_{t,n}, \quad (4)$$

$$\bar{f}_2 = z_2(F) = \frac{1}{T} \sum_{t=1}^{T} (f_{t,n} - \bar{f}_{1,n})^2, \quad (5)$$

where $f_{t,i}$ denotes $n^{th}$ component of the N-dimensional vector extracted from $t^{th}$ frame. Equation (4) means average pooling, which is often used in pooling to obtain global quality in various VQA algorithms [8]. Equation (5) denotes the variance of frame quality, which reflects the change in frame quality degradation.

In addition, it is known that the quality of the frame with severe distortion in the video greatly affects the overall image quality of the video [15]. To reflect these characteristics, we averaged the upper and lower $p^{th}$ percentiles from the frame feature histogram:

$$\bar{f}_3 = z_3(F) = \frac{1}{T} \sum_{t>t^p} f_{t,n}, \quad (6)$$

$$\bar{f}_4 = z_4(F) = \frac{1}{T} \sum_{t<t^p} f_{t,n} \quad (7)$$

where $t^{p+}$ and $t^{p-}$ indicate the upper and lower $p^{th}$ percentiles in the histogram of frame features $f_{t,n}$ respectively. $t^p$ represents the number of $p$-percentile local qualities, i.e., $t^p = t \cdot p/100$.

B. Regression onto Subjective Video Quality Score

When $4 \times N$ dimensional video feature vectors are extracted from $n^{th}$ video through frame to video feature aggregation, the calculated feature vectors are regressed to the corresponding subjective score $p_m$. The process results in finding a parameter that minimizes the loss function $l_2$:

$$\Theta_2^* = \arg\min_{\Theta_2} l_2(\{V\}, \hat{p}_m; \Theta_2), \quad (8)$$

where loss function $l_2(\cdot)$ means mean squared error between predicted video quality score and subjective score.

$$l_2(\{\hat{p}_1, \hat{p}_2, ..., \hat{p}_M\}; \rho_m; \Theta_2 = (\theta, \phi_2)) = \frac{1}{M_T} \sum_{m=1}^{M_T} (\hat{p}_m; \rho_m - \hat{p}_m)^2, \quad (9)$$

where $M_T$ represents the number of videos used in training and $\hat{p}_m(\cdot)$ represents the regression function with parameter $\phi_2$. The computed loss $l_2(\cdot)$ updates the parameter $(\theta, \phi_2)$ in the model through the back-propagation process.

IV. EXPERIMENTAL RESULTS

State-of-the-art metrics were utilized to compare DeepVQA against the performance of previous VQA models. Two well-known coefficients were used for benchmark: the Pearson linear correlation coefficient (PLCC) and Spearman rank-order

<table>
<thead>
<tr>
<th>VQA model</th>
<th>PLCC</th>
<th>SROCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>0.8139</td>
<td>0.7490</td>
</tr>
<tr>
<td>SSIM [8]</td>
<td>0.9862</td>
<td>0.8884</td>
</tr>
<tr>
<td>VQM [18]</td>
<td>0.7092</td>
<td>0.7558</td>
</tr>
<tr>
<td>VSNEWS [11]</td>
<td>0.8917</td>
<td>0.9051</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.8572</td>
<td>0.8513</td>
</tr>
</tbody>
</table>

TABLE I

PLCC AND SROCC COMPARISON ON THE LIVE VIDEO QUALITY DATABASE.
correlation coefficient (SROCC). 80% of the databases were randomly selected and used for training, and the remaining 20% of the databases were used for testing. In addition, we doubled the size of the databases by horizontally reversing the videos. This is based on the assumption that the quality score that a person feels will be the same, even if the video is reversed, since the human eye is a symmetric structure. We compared the performances of the proposed model against those of the previous VQA models. Table I and II shows the PLCC ans SROCC of these VQA models on the LIVE and CSIQ video quality database. In terms of performance, DeepVQA shows higher performance than other NR VQA models. Also, our model shows similar performance compared to FR and RR metrics.

To demonstrate the generality of proposed model, we also conducted a cross-database evaluation. After learning a DeepVQA model using 80% of the training data from the LIVE video database, predicted quality scores were inferred on the CSIQ video database using the trained model parameters. Table III shows the LCC and SROCC of VQA models using this train-test sequence mentioned before. As shown in Table III, the overall performance of our model was significantly better than that of other NR VQA algorithms and shows similar performance compared to FR and RR metrics.

V. Conclusions

In this paper, we proposed a deep learning based approach to predict the quality of distorted videos without reference ones. We used a pre-trained CNN model to extract spatial features and hand-crafted features to extract temporal features. As a result, DeepVQA get a PLCC score which is higher than the other state-of-the-art VQA models. However, we manually calculated the hand-crafted temporal features and proceed to deterministic pooling in the process of aggregation. Therefore, it is not true deep learning. Therefore, we will study how to automatically extract temporal features from deep learning model and the method of adaptive temporal pooling according to the characteristics of video contents.
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