Acoustic-Domain Self-Interference Cancellation for Full-Duplex Underwater Acoustic Communication Systems
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Abstract—In full-duplex (FD) underwater acoustic communication (FD-UWAC) systems, the self-interference (SI) will affect the communication performance. Till now, there is no solution for active cancellation of the wide-band SI in the acoustic domain. In this paper, we propose such a solution with two transducers, a primary transducer and a secondary transducer. The acoustic signal emitted by the secondary transducer is generated to cancel the SI signal received at the hydrophone from the primary transducer. The performance of the proposed scheme is investigated by simulation. We use the Waymark UWA simulator for UW A channels that allows the virtual signal transmission in various acoustic environments. The simulation results demonstrate that the proposed scheme can provide an effective acoustic SI cancellation for FD-UWAC systems, in terms of the mean square error and bit error ratio.

I. INTRODUCTION

Underwater acoustic communication (UWAC) attracts extensive attention due to its wide applications for monitoring marine environments and marine exploration. However, the throughput of UWAC is limited by the extremely narrow available bandwidth [1, 2]. In order to improve the spectral efficiency in terrestrial radio communication systems, the full-duplex (FD) technology has been introduced [3, 4]. The FD operation improves the throughput by transmitting and receiving signals simultaneously in the same frequency bandwidth. However, the self-interference (SI) is the biggest challenge in FD systems, when the near-end transmission interferes with a weak far-end signal of interest. In order to accurately receive the far-end signal, the SI should be cancelled to a level comparable to the level of the ambient noise.

The SI cancellation can be done in the analogue and/or digital domains. In some applications to FD terrestrial radio communications, a combination of analogue and digital cancellation is used, which achieves a superior cancellation performance [3–6]. The analogue cancellation is implemented before analog-to-digital conversion (ADC) to avoid the signal saturation due to the limited ADC resolution [4, 5, 7]. After that, the digital cancellation is carried out to cancel the residual SI after the analogue cancellation [3, 8, 9]. The amount of the digital cancellation can achieve 20–45 dB [4, 5]. This amount of SI cancellation however would not be enough in many UWAC scenarios, where the difference in levels of the far- and near-end signals can be as high as 100 dB.

In terrestrial radio communication systems, the SI cancellation in the radio domain is also used, which can be implemented using three antennas [4, 5, 10, 11]. The main idea is to separate two transmit antennas from the receiver antenna with distances of d and d+λ/2, where λ is a wavelength at the operating frequency, so that the signals from the two transmit antennas cancel each other at the receive antenna. However, in UWAC systems, due to wide bandwidth of communications signals and multipath propagation, such a scheme would have a low cancellation performance.

In FD-UWAC systems, a design is presented for SI cancellation, which combines the analogue and digital cancellation [12]. This design however does not provide a high cancellation performance. Additionally, some of FD acoustic designs are presented to increase communication throughput by frequency division or and code division [13, 14]. However, these schemes do not increase the spectral efficiency.

In this paper, we propose a scheme for adaptive SI cancellation of wideband signals in the acoustic domain by using two transmit antennas and one receive antenna. The performance of the proposed scheme is investigated by numerical simulation. We use the Waymark simulator for UWA channels that provides the virtual signal transmission in user-defined acoustic environments [15]. The simulation results show that the proposed scheme can make the residual SI after acoustic cancellation close to the noise level. Therefore, the receiver can accurately demodulate the weak far-end communication signal of interest.

II. ACOUSTIC-DOMAIN SI CANCELLATION

The FD-UWAC system with the proposed acoustic SI cancellation scheme is shown in Fig. 1. It operates at two different sampling rates. We use index i for samples with high sampling rate fa and index n for samples with lower sampling rate fc. We use the single-carrier communication signal with QPSK modulation. As an example, the carrier frequency is set to fc = 3072 Hz, the symbol rate fa = 1024 Hz, and the high sampling rate fa = 4fc = 12288 Hz. The transmitted QPSK
symbols $x(n)$ are pulse-shaped by using the root-raised cosine (RRC) filter [16]; we set the roll-off factor to $\alpha = 0.2$ and the filter length of $14$ symbols. The pulse-shaped baseband signal is up-sampled to the sampling rate $f_s$ and modulates the carrier frequency $f_c$ as illustrated in Fig. 2.

The FD-UWAC system contains two transducers. The first is used to transmit the data $x(n)$ intended for the far-end user. The acoustic signal $x_1(n)$ from this transducer causes the SI $s_1(n)$ at the receive hydrophone. The other transducer emits a signal $x_2(n)$ to produce the acoustic signal $s_2(n)$ at the receive hydrophone that cancels the SI from the first transducer. To this end, the original data $x(n)$ are pre-distorted in an adaptive filter with the weight vector $\hat{w}_1(n)$. In this setup, we denote the primary and secondary acoustic channels as $h_1$ and $h_2$, respectively; both $h_1$ and $h_2$ are unknown.

The weight vector $\hat{w}_1(n)$ is adapted in such a way that the transmitted data $x(n)$ after passing through the filter $\hat{w}_1(n)$ and channel $h_1$ form a signal $s_2(n)$ that cancels the acoustic SI $s_1(n)$ from the primary path. The delay $\tau$ in the chain to the first transducer compensates for a delay in the adaptive filter $\hat{w}_1(n)$.

Note that, in our investigation, we ignore the quantization errors introduced by a digital-to-analog converter (DAC). This is acceptable for the low-frequency acoustic signals used for underwater communications, since, at these frequencies, high precision (up to 24 bits) DACs and ADCs are available in practice. Therefore in Fig. 1, we only show the places where the ADC and DACs should be incorporated.

In the receiver, the hydrophone receives the signal

$$e_1(n) = s_1(n) + s_2(n) + f(n) + v_1(n), \quad (1)$$

where $f(n)$ is a signal transmitted from the far-end, and $v_1(n)$ is the additive acoustic noise, which we assume white Gaussian. The passband received signal $e_1(n)$ after ADC and complex demodulation is transformed into the equivalent baseband signal $e_1(n)$ at the low sampling rate $f_d$. The complex demodulation is illustrated in Fig. 3.

The adaptive filter 1 in Fig. 1 uses the signal $e_1(n)$ as an error signal and tries to reduce its level as much as possible. In such a setup, the difference with classical adaptive filters (where all the processing is performed in the digital domain at the baseband) is that the error signal is generated in the acoustic domain at the passband, whereas the adaptation is performed in the digital domain at the baseband. The signal $x_0(n)$ plays the role of the regressor in the adaptive filter. Note that we could directly use the original data: $x_0(n) = x(n)$. However, our investigation has shown that this does not allow consistently high performance of the SI cancellation. Significantly better results are achieved if the regressor is generated by pre-filtering the data $x(n)$ in a filter $w_2$, which is a baseband estimate of the passband secondary path $h_2$.

Therefore, the FD-UWAC system operates in two steps. In the first step, the secondary path is estimated, thus producing the weight vector $w_2$. In the second step, the adaptive filter produces the estimate $w_2(n)$, while the system simultaneously transmits near-end signal and receives the far-end signal with a ‘frozen’ weight vector $w_2$ obtained at the first step after convergence.

For the first step, the adaptive filter 2 is used as shown in Fig. 4. A pseudo-noise QPSK sequence $x(n)$ is transmitted using the second transducer and received by the hydrophone. The received acoustic passband signal $s_3(n)$ is distorted by an additive noise $v_2(n)$. The demodulated baseband signal $d(n)$ is used as the desired signal, while the transmitted sequence of the QPSK symbols plays the role of the regressor. After the convergence of the adaptive filter, we obtain the weight vector $w_2$ as a baseband estimate of the secondary acoustic path $h_2$.

The adaptive filter (adaptive filter 2 in Fig. 4) for the estimation of the vector $h_2$ is the exponential window RLS algorithm implemented using the dichotomous coordinate descent (DCD).
iterations [17]. The length $L_2$ of the adaptive filter is long enough to cover the length of the channel response $h_2$ and the response of the RRC pulse-shape filter.

The performance of the processing is assessed using the normalized mean squared error (MSE), which is defined as

$$\text{MSE}(n) = \frac{P_{e_2}(n)}{P_d}, \tag{2}$$

where $P_{e_2}(n)$ is the instantaneous power of the error signal $e_2(n)$, and $P_d$ is the average power of the received signal $d(n)$: $P_d = (1/M) \sum_{n=0}^{M-1} |d(n)|^2$, where $M \gg 1$. The signal-to-noise ratio (SNR) at the input to the receiver, in the first step, is defined as

$$\text{SNR} = \frac{P_{s_3}}{\sigma_v^2}, \tag{3}$$

where $P_{s_3}$ is the average power of the signal $s_3(i)$, $\sigma_v^2$ is the variance of the noise $v_2(i)$, and the factor $\kappa = f_s/(2f_d)$ takes into account the bandwidth of the transmitted signal.

The adaptation in the adaptive filter 1 in Fig. 1 is based on the error signal that is produced in the acoustic domain. Note that, in the classical form, the RLS algorithm computes the error signal as a difference between the desired signal and the adaptive filter output in the digital domain [18]. In our case, the error signal is generated in the acoustic domain at the hydrophone. Therefore, we use another form of the RLS algorithm as presented in Table I. This algorithm, if implemented directly as shown in Table I, would have a high complexity of $O(L_1^2)$ arithmetic operations per iteration, where $L_1$ is the filter length. Instead of the direct approach, step 3 in Table I is implemented by solving the system of equations

$$\mathbf{R}(n)\Delta \hat{\mathbf{w}}(n) = \mathbf{x}_0(n)e_1^2(n) \tag{4}$$

with a few DCD iterations. With this approach, the complexity of the RLS adaptive filter is only $O(L_1)$ arithmetic operations per iteration [17].

<table>
<thead>
<tr>
<th>Step</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization: $\hat{\mathbf{w}}_1(0) = 0$, $\mathbf{R}(-1) = \mathbf{I}$, $\mathbf{x}_0(0) = 0$</td>
<td></td>
</tr>
<tr>
<td>for $n = 0, 1, 2, \ldots$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$\mathbf{x}_0(n) = \mathbf{x}_0(n)$ $\hat{\mathbf{w}}_2(n)$</td>
</tr>
<tr>
<td>2</td>
<td>$\mathbf{R}(n) = \lambda \mathbf{R}(n-1) + \mathbf{x}_0(n)\mathbf{x}_0^T(n)$</td>
</tr>
<tr>
<td>3</td>
<td>$\Delta \hat{\mathbf{w}}(n) = \mathbf{R}^{-1}(n)\mathbf{x}_0(n)e_1^2(n)$</td>
</tr>
<tr>
<td>4</td>
<td>$\hat{\mathbf{w}}_1(n) = \hat{\mathbf{w}}_1(n-1) + \Delta \hat{\mathbf{w}}(n)$</td>
</tr>
</tbody>
</table>

We evaluate the FD performance of the proposed SI canceller at step 2 using the normalized MSE defined as:

$$\text{MSE}(n) = \frac{P_{e_1}(n)}{P_{s_1}}, \tag{5}$$

where $P_{e_1}(n)$ is the instantaneous power of the error signal $e_1(n)$, and $P_{s_1}$ is the average power of the SI signal $s_1(i)$. We will also use the SI cancellation (SIC) factor given by

$$\text{SIC} = \frac{P_{s_3}}{P_{\text{res}}}, \tag{6}$$

where $P_{\text{res}}$ is the average power of the residual signal $r(n) = e_1(n) - e_1(n) - f(n)$. The baseband signals $v_1(n)$ and $f(n)$ are obtained as outputs of the complex demodulator in response to the passband signals $v_1(i)$ and $f(i)$, respectively. The signal-to-noise ratio (SNR) for the far-end signal is defined as

$$\text{SNR}_{\text{far}} = \frac{P_f}{\sigma_v^2}, \tag{7}$$

where $P_f$ is the average power of the received far-end signal $f(i)$ and $\sigma_v^2$ is the variance of the noise $v_1(i)$.

The signal $y(n) = e_1(n)$ after the acoustic SI cancellation is treated as an estimate of the far-end baseband signal $f(n)$.

III. SIMULATION RESULTS

![Fig. 5. Magnitude of the impulse response of the primary path ($h_1$).](image)

For the simulation, we use the version of the Waymark simulator presented in [19]. We consider a simulation scenario for transmission in a shallow sea of depth 50 m with a constant sound speed profile of 1500 m/s and flat sea surface. The hydrophone and transducers are positioned at a depth of 10 m. The primary transducer is 0.5 m away from the hydrophone, and the secondary transducer is 0.1 m away from the hydrophone. The impulse responses of the primary and secondary paths are shown in Fig. 5 and Fig. 6, respectively; the taps are measured in sampling intervals $T_s = 1/f_s$. Data sequences of 150 · 1024 QPSK symbols are transmitted and received simultaneously. The far-end channel is modelled as a single path channel.

The vectors $\hat{\mathbf{w}}_1$ and $\hat{\mathbf{w}}_2$ (adaptive filters 1 and 2) are of lengths $L_1 = 150$ and $L_2 = 55$, respectively.

Both the signals $s_1(i)$ and $s_2(i)$ are provided by the Waymark simulator. The noise signal $v_1(i)$ is added to the hydrophone to make the SI-to-noise ratio SNR$_{\text{SI}}$ between
the SI signal from the primary path and the noise equals to $\text{SNR}_{\text{SI}} = 100 \text{ dB}$; it is defined as

$$\text{SNR}_{\text{SI}} = \frac{P_{s_1}}{\sigma^2_v},$$

where $P_{s_1}$ is the average power of the signal $s_1(i)$.

Fig. 6. Magnitude of the impulse response of the secondary path ($h_2$).

Fig. 7 shows the MSE and SIC performance. It can be seen that the MSE increases with $\text{SNR}_{\text{far}}$. This happens because the far-end signal introduces an extra interference to the SI canceller and the interference level increases with $\text{SNR}_{\text{far}}$. However, the proposed scheme provides the SIC factor higher than 100 dB at $\text{SNR}_{\text{far}} < 13$ dB. This indicates that the residual SI after the cancellation is below the noise level at $\text{SNR}_{\text{far}} < 13$ dB, and thus it should not much worsen the detection performance compared to the case without the SI.

Fig. 8 shows the BER performance of the proposed scheme for two cases. In Case 1, during adjustment of $\hat{w}_1$, the far-end signal is present as discussed above. In Case 2, the adaptation is performed without the far-end signal, and thus the performance in this case should be improved. Indeed, we can observe this effect in Fig. 8. The presence of the far-end signal does degrade the detection performance; e.g., at $\text{SNR}_{\text{far}} = 15$ dB, the loss is about 3.5 dB. However, the QPSK transmission in our simulation does not use any coding. With the coding, the operating $\text{SNR}_{\text{far}}$ would reduce and the degradation in the detection performance would be lower.

IV. CONCLUSIONS

In this paper, we propose a self-interference cancellation scheme for FD-UWAC systems. The SI cancellation is performed in the acoustic domain using an extra (secondary) transmit antenna that emits an acoustic signal for cancelling the SI at the receive antenna. Since the primary and secondary paths are unknown, they are adaptively estimated using RLS-DCD adaptive filters. Simulation results based on the Waymark virtual signal transmission show that the proposed scheme can achieve the cancellation performance high enough for a reliable communication using the single-carrier transmission with QPSK symbols.
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