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Abstract—Visual sentiment analysis investigates sentiment
estimation from images and has been an interesting and
challenging research problem. Most studies have focused on
estimating a few specific sentiments and their intensities.
Multi-label sentiment estimation from images has not been
sufficiently investigated. The purpose of this research is to
accurately estimate the sentiments as a multi-label multi-class
problem from given images that evoke multiple different emotions
simultaneously. We first introduce the emotion inflation method
from six emotions defined by the Emotion6 dataset into 13
emotions (which we call ‘Transf13’) by means of emotional
dyads. We then perform multi-label sentiment analysis using
the emotion-inflated dataset, where we propose a combined deep
neural network model which enables inputs to come from both
hand-crafted features (e.g. BoVW (Bag of Visual Words) features)
and CNN features. We also introduce a median-based multi-label
prediction algorithm, in which we assume that each emotion
has a probability distribution. In other words, after training
of our deep neural network, we predict the existence of an
evoked emotion for a given unknown image if the intensity of the
emotion is larger than the median of the corresponding emotion.
Experimental results demonstrate that our model outperforms
existing state-of-the-art algorithms in terms of subset accuracy.

I. INTRODUCTION

With the spread of SNS and the Internet, a vast number
of images are widely spread. As a result, there is an urgent
requirement for image indexing and retrieval techniques. In
fact, we can feel several emotions from an image. Different
visual images have different emotional triggers. For instance,
an image with a snake or a spider may most likely trigger a bad
feeling like “disgust” or “fear,” whereas an image with a flower
may most likely trigger a good feeling like “amusement” or
“excitement”.

Most previous studies have focused on estimating a
few specific sentiments, and the multi-label sentiment (joy,
sadness, anger, excitement, surprise, fear) estimation from the
images has not been sufficiently investigated. Furthermore,
visual sentiment prediction investigates sentiment estimation
from images and has been an interesting and challenging
research problem. The purpose of this research is to accurately
estimate the sentiments as a multi-label multi-class problem
from given images that evoke multiple different emotions
simultaneously.

Fan et al. [1] performed sentiment prediction using the
Emotion6 dataset. However, the existing Emotion6 dataset has
small number of items, and it is difficult to predict multiple
emotions. Therefore, we first describe a dataset that simulates

Plutchik’s wheel of emotions, which can be constructed from
the Emotion6 dataset. We describe ‘Transf13’ in a dataset. No
research to our knowledge has used Transf13. We then perform
a multi-label sentiment analysis using the dataset.

In this paper, we also employ a Color Histogram (CH)
as another hand-crafted feature, which is a representation
of the distribution of colors in an image which results in
hand-crafted features. In the meantime, we also use a BoVW
method as a representative method for extracting hand-crafted
features of images. To implement a BoVW model, here we
adopt an ORB [2] as a local feature. We study to combine
several hand-crafted features for visual sentiment analysis. We
also introduce a new combined neural network model which
allows inputs coming from both hand-crafted features such as
BoVW (Bag of Visual Words) and pre-trained CNN features.
In addition, existing deep learning had weak classifications,
therefore we propose a new fully connected 2 layers. The
new contributions of this paper include; (1) propose a novel
feature considering both hand-crafted and CNN features to
predict sentiment of images, unlike most recent research only
concerns adopting hand-crafted or CNN features, (2) propose
a combined feature method to combine the output of each
feature, unlike previous work which focuses on combining
feature vectors.

In the following, we first survey related work in Section II,
followed by introducing three features used in this research
in Section III. Section IV is introducing the dataset and
experimental settings. In Section V, we describe experiments
we have carried out, and conclude this paper in Section VI.

II. RELATED WORK

Visual sentiment analysis is an important task which has
seen rapid development in recent years. Research on sentiment
analysis is roughly divided into two approaches in terms
of how many specific sentiments should be classified. The
first research group has dealt with “Positive,” “Negative,”
and sometimes “Neutral,” while the second research group
has dealt with more minute categories, typically based on
Plutchnik’s Wheel of Emotions [3].

Examples of the first research group includes Solli et al
[4], who performed emotion prediction using BoVW features,
Katsurai et al [5], who exploited latent correlations among
visual, textual, and sentiment features for image sentiment
classification, Soleymani et al [6] surveyed multimodal
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sentiment analysis, Xu et al [7], who transferred VGG
networks trained on ImageNet dataset into visual sentiment
analysis on the sentiment datasets,

who transferred VGG networks trained on the ImageNet
dataset into visual sentiment analysis on the sentiment datasets,
Fan el al. [8], who studied the relation between image
sentiment and visual attention, and Cordel et al. [9], who
proposed emotion-aware human attention prediction.

On the other hand, examples of the second research group
include Kim et al [10], who used feedforward deep learning
for 8 class visual sentiment classification, Liu et al [11], who
presented multi-label visual sentiment distribution prediction
model from images of 8 emotions, and Yang et al [12],
who proposed weakly supervised coupled networks for visual
sentiment analysis using 4 emotions (“Joy”, “Fear”, “Anger”,
and “Sadness”).

On the other hand, examples of the second research group
include Kim et al. [10], who used feed forward deep learning
for 8-class visual sentiment classification, Liu et al. [11],

who presented multi-label visual sentiment distribution
prediction model from images of 8 emotions, and Yang et
al. [12], who proposed weakly supervised coupled networks
for visual sentiment analysis using 4 emotions (“Joy,”
“Fear,” “Anger,” and “Sadness”). Microsoft Emotion API [13]
also provides 8 emotions including “Happiness,” “Angry,”
“Disgust,” “Fear,” “Contempt,” “Sadness,” “Surprise,” and
“Neutral”.

To our knowledge, none of the above research has dealt
with “multi-label” classification of emotions. We perform
multi-label visual sentiment analysis which our proposed
emotion with dyads based on previous research [14]. Borth
et al [3] performed visual sentiment analysis from images
based on Plutchik’s wheel of emotions. However, there was no
research on performing multi-label visual sentiment analysis
by inflating emotions with dyads. To evaluate multi-label
multi-class classifications, we adopted exact match (or subset
accuracy [15]) and the mean of the each class-average
precision (mAP) [16].

III. PROPOSED METHOD

We propose a multi-label visual sentiment analysis system
to predict multiple emotions inspired by Plutchnik’s wheel of
emotions. To this end, we start with six emotions provided by
the Emotion6 dataset, followed by inflating emotions into 13
categories using dyads. After showing our emotion inflation
method, we will describe our deep neural network model
that enables the multi-label outputs, given images that evoke
emotions.

A. Proposed emotion inflation method

Here we adopt Emotion6 [17] as a basis for our emotion
inflation. Each image in the Emotion6 dataset has an emotion
distribution indicating the probability of Ekman’s six basic
emotions [18]. Emotion6 contains a total of 1,980 images and
each image is labelled with six kinds of emotions, i.e. “Anger,”
“Disgust,” “Fear,” “Joy,” “Sadness,” and “Surprise.”

We propose to inflate the six emotions mentioned as above
hoping to capture abundant psychological human feelings.
Specifically, we employ Plutchik’s emotional dyads to expand
Emotion6, where the dyads are supposed to represent two
emotions occurring simultaneously. It is noted that, by simply
combining Plutchik’s 8 emotions [19] [20], we will acquire
24 combined emotional dyads. However, we have Emotion6
as our basis, which has 6 emotions instead of 8, so that we
end up 13 emotional dyads out of 24. Hereafter we call the
13 dyads Transf13 as shown in Table I. An example of
images corresponding to each emotion of Transf13 is depicted
in Figure 1.

Each image provided by Emotion6 is associated with
6 emotion probabilities, instead of a single emotion label
as ground truth. In our Transf13 inflated emotion model,
we assume that we can extract two pairs of emotions
independently from the emotion distribution of an arbitrary
image. Mathematically, we hypothesize that the following
equation holds.

Prob(O(Z)) = Prob(I(X))) + Prob(I(Y )), (1)

where I represents an input image, X and Y represents
different emotions from Emotion6, O represents an output
image, Z represents an emotion from Transf13.

Please note that given two different arbitrary emotions from
Emotion6, the number of combinations is 6C2 or 15, while
two dyads, i.e., “Anger” + “Fear,” and “Joy” + “Sadness”
never happen, so that we have 13 emotions in total, which we
call Transf13 hereafter. We repeat the probability computation
defined above for every image in the Emotion6 dataset. Then,
we propose to generate a multi-hot vector representing a
new ground truth for each image, based on the 13 emotion
distributions, where we introduce a threshold parameter.

Specifically, suppose we have an image with emotion
distribution as shown in 2, we generate a multi-hot vector
by specifying a certain threshold, which we call Minimum
Emotion Evocation Value (MEEV). For example, if we set
MEEV = 0.2, then we will generate a multi-hot vector such as
[0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1]. The details will be described in
the Experiment section. With the generated multi-hot vectors
and the provided Emotion6 dataset, we reduce our problem to
a multi-label, multi-class classification problem.

B. Proposed deep neural network model
To solve our multi-label, multi-class classification problem,

we propose new combined neural network models which allow
inputs coming from both hand-crafted and End-to-end (CNN)
features. Hand-crafted features we have adopted include a
Color Histogram (CH) feature, a taking care of global feature,
and Bag of Visual Words (BoVW), taking care of a local
feature. On the other hand, CNN features extracted from a
pre-trained CNN-based neural network, include VGG16 and
ResNet50.

In order to deal with the above combined features, we
propose a deep neural network architecture where we allow
multiple inputs and a multi-hot vector output.
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Fig. 1. Image for each emotion of Transf13.

TABLE I
SELECTED THIRTEEN COMBINATIONS (TRANSF13).

Emotions
Number Transf13 A B

1 Contempt “Anger” + “Disgust”
2 Pride “Anger” + “Joy”
3 Envy “Anger” + “Sadness”
4 Outrage “Anger” + “Surprise”
5 Shame “Disgust” + “Fear”
6 Morbidness “Disgust” + “Joy”
7 Remorse “Disgust” + “Sadness”
8 Unbelief “Disgust” + “Surprise”
9 Guilt “Fear” + “Joy”
10 Despair “Fear” + “Sadness”
11 Awe “Fear” + “Surprise”
12 Delight “Joy” + “Surprise”
13 Disappointment “Sadness” + “Surprise”

Fig. 2. An example of 13 emotion distribution

The combined feature is represented by the following
formula:

combined feature = w1(CH) +w2(BoVW) +w3(CNN) (2)

Based on this formula, after the training process, we allow
our neural network system predict the visual sentiment of
unknown images as a multi-label multi-class classification
problem. The overview of our proposed feature for feature
extraction is shown in 3.

1) CH feature extraction: CH of an image represents the
distribution of the composition of colors in the image.

CH of an image represents the distribution of colors in the
image. According to Augello et al[21], colors and emotions are
closely related. Thus we adopt CH as one of the features for
our visual sentiment analysis system. Here we employ RGB
color space for CH, where each color (i.e. Red, Green, Blue)
has 2-bits, amounting to a 64 dimensional feature vector.

Although CH is a global and primitive feature, we
incorporate CH into our system as one input as shown in
Figure 3. Specifically, we prepare a fully connected (Dense)
layer having a 64 dimensional vector as the input and
a 256 dimensional vector as the output with “ReLU” for
the activation function, where 256 dimension is empirically
determined.

2) BoVW Feature extraction: “Bag of Visual Words”
(BoVW), sometimes referred to as “Bag of Features,” or “Bag
of Keypoints” [22] have been used extensively in computer
vision and image recognition as a feature representation, taking
care of local features of an image. Since BoVW regards an
image as an aggregation of local features, we need local
features behind BoVW. In the following, we briefly describe
the local feature we have adopted and the reason why, followed
by how we incorporate BoVW into our system.

• ORB (Oriented FAST and Rotated BRIEF) Rublee et
al [2] proposed ORB, Oriented FAST and Rotated BRIEF.
Unlike SIFT and SURF [23], ORB is a license-free local
feature taking advantage of the FAST keypoint factor [24]
and the BRIEF descriptor [25].
We have chosen ORB as a local feature descriptor for
BoVW because ORB is fast, less prone to change in
orientation, and it performs well under noisy conditions.
In addition, ORB is known to be robust under conditions
of lighting, blur, and perspective distortion, inherited from
BRIEF.

• Neural network for BoVW feature
We extract ORB features as visual words from all
the training images given. Then, we apply a k-means
algorithm to obtain 256 clusters for representative ORB
features as visual words. The 256 clusters are then used
for each image to obtain a histogram consisting of the
frequencies of each bin, which can be regarded as a 256
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Fig. 3. Our proposed feature for multi-label feature extraction.

dimensional vector.
We incorporate BoVW into our system like CH as another
input to our system as shown in Figure 3. To be specific,
we prepare another fully connected (Dense) layer having
a 256 dimensional vector as the input and the same 256
dimensional vector as the output with “ReLU” for the
activation function.

3) CNN feature extraction: In addition to hand-crafted
features described above, our system incorporates CNN
features, which can be extracted from pre-trained deep
convolutional neural networks with ImageNet [26] such as
VGG16 [27], ResNet50[28], and NasNet-Large [29]. Because
of the lack of dataset in visual sentiment analysis, we adopt
transfer learning in our feature to prevent over fitting.

We decrease the dimensions of a fully-connected layers used
in CNN models. Specifically, for VGG16, we extract a 4096
dimensional vector from ‘fc2’ layer (or the second to the last
fully-connected layer), and reduce the vector to 256 dimension
by applying a fully-connected layer. Similarly, for ResNet50,
we extract a 2046 dimensional vector from ‘avg pool’ layer
(or GlobalAveragePooling2D layer), and reduce it to 256
dimension. For NasNet-Large, we extract a 4032 dimensional
vector from ‘avg’ layer (or GlobalAveragePooling2D layer),
and reduce it to 256 dimension. Note that the output of 256
dimension is determined empirically.

C. Combined Feature extraction

As illustrated in Figure 3, three features (CH, BoVW, and
CNN features) are combined and represented by an integrated
feature as linearly weighted sum, where weights are w1 for
CH, w2 for BoVW, and w3 for CNN features, respectively.
As shown in Figure 4 Note that CH and BoVW features are
combined first as hand-crafted features, and both hand-crafted
and CNN features are passed out on “Fusion” processing
to generate the integrated features, followed by “softmax”
activation function.

D. Predicting multi-hot vector

To detect a multi-hot vector, we propose a method illustrated
in Algorithm 1. The input is a collection of features extracted
from each image with K kinds of sentiments, while the output
is a K-dimensional multi-hot vector.

In Algorithm 1, we assume that the extracted features (here
CH, BoVW, and CNN) are represented by their probabilities.
For each sentiment (in our case, we have 13 sentiments in
total with Transf13), we sum up the probabilities of the
features, followed by averaging the result, which is denoted
by T k

i in Algorithm 1. It should be noted that the probability
distribution for each sentiment might take different minimum
and maximum. Thus, instead of using a fixed threshold for
every sentiment, we have adopted “median” of each sentiment
computed by the training data. For each feature, we employ
the median as the threshold of the corresponding emotion
evocation. After obtaining all the thresholds dynamically
determined based on the medians, the multi-hot vector of each
image is generated such that if T k

i is equal to or greater than
the average of all the thresholds, we set Sk

i = 1; otherwise
Sk
i = 0, where Sk

i is the element of k-th sentiment of i-th
image. In short,the vector Si represents the output multi-hot
vector. We repeat this computation until all the test (unknown)
images are processed.

IV. EXPERIMENTS

Here we describe experiments and the evaluations. The
dataset we have used is Emotion6 [1] as our basis as described
before. We have converted Emotion6 dataset and inflated the
six dimension to 13, which we call Transf13. The dataset
consists of 1,980 images originally, where we reduce this data
to 1,402 by means of MEEV mentioned in Section III. We have
divided the reduced data into training and testing data with 8:2
ratio. We determined the following hyper-parameters; batch
size as 256, optimization function as “SGD” with a learning
rate of 0.001 and momentum 0.9, and the number of epochs
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input_3: InputLayer
input:

output:

(None, 4032)

(None, 4032)

dense_3: Dense
input:

output:

(None, 4032)

(None, 4032)

batch_normalization_1: BatchNormalization
input:

output:

(None, 4032)

(None, 4032)

dropout_3: Dropout
input:

output:

(None, 4032)

(None, 4032)
input_1: InputLayer

input:

output:

(None, 256)

(None, 256)

dense_1: Dense
input:

output:

(None, 256)

(None, 256)

input_2: InputLayer
input:

output:

(None, 64)

(None, 64)

dense_2: Dense
input:

output:

(None, 64)

(None, 256)
dense_4: Dense

input:

output:

(None, 4032)

(None, 256)

dropout_1: Dropout
input:

output:

(None, 256)

(None, 256)
dropout_2: Dropout

input:

output:

(None, 256)

(None, 256)
batch_normalization_2: BatchNormalization

input:

output:

(None, 256)

(None, 256)

BoVW_Feature_extraction: Dense
input:

output:

(None, 256)

(None, 256)
CH_Feature_extraction: Dense

input:

output:

(None, 256)

(None, 256)
CNN_Feature_extraction: Dropout

input:

output:

(None, 256)

(None, 256)

Combined_Feature_extraction: Concatenate
input:

output:

[(None, 256), (None, 256), (None, 256)]

(None, 768)

dense_5: Dense
input:

output:

(None, 768)

(None, 13)

Fig. 4. Feed forward our proposed model

Algorithm 1 Predicting multi hot vector for an image
Input: Image data i including K kinds of sentiments
Output: Multi hot vector Si

1: for k in range (K):
2: for j in range (J):
3: Probi,j,k=FeatureExtractionj(Oi(Zk))
4: end for
5: end for
6: for j in range (J):
7: T k

i =mean(
∑

j Probi,j,k)
8: for j in range (J):
9: thresholdj,k=median(Probi,j,k)

10: end for
11: All thresholdk=mean(

∑
j thresholdj,k)

12: Sk
i =1 if (T k

i ≥ All thresholdk) else Sk
i =0

13: end for

200. For the implementation, we employ Keras [30] as our
deep learning framework. Here, testing loss with four models
(CH, BoVW, CNN, and our proposed model ) in Transf13 is
illustrated in Figure 5.

We compute the confusion matrix for Emoton6 and
Transf13. We combine the most confusing classes into a single
class and then observe the accuracies for the new classes. Here,
the confusion matrix for Emotion6 and Transf13 models are
both illustrated in Figure 6.

For the evaluations of multi-label classification, we employ
two measures; exact match and mean average precision
(mAP). Exact match also called subset accuracy indicates

Fig. 5. Testing loss at four models (CH, BoVW, CNN, and Proposed model)
in Transf13

the percentage of samples that have all their labels classified
correctly, while mean average precision for a given collection
of unknown test data denotes the mean average precision
scores. Table II shows the results. Here we compare Transf13’s
with Emotion6 both in terms of exact match and mean average
precision. Also the table includes several base line methods
including CH, BoVW (ORB), CH + BoVW (ORB), VGG16,
ResNet50, and NasNet-large. The “Dimension” column of
the table represents the feature dimension. For our proposed
combined model, we have tested with three variations, i.e.,
CH+BoVW(ORB)+VGG16, CH+BoVW(ORB)+ResNet50,
CH+BoVW(ORB)+NasNet-large. It turns out that
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Confusion matrix for Emotion6 Confusion matrix for Transf13

Accuracy=0.693 Accuracy=0.711

Fig. 6. Confusion matrix for Emoton6 and Transf13

GT [0,0,0,0,0,0,0,0,0,0,1,1,0]

PL  [0,0,0,0,0,0,0,0,0,0,1,1,0]

GT [0,0,0,0,0,0,0,0,0,0,1,0,1]

PL  [0,0,0,0,0,0,0,0,0,0,1,0,1]

Successful Examples

GT [0,0,0,0,1 0,0,1 0,0,0,0,0]

PL  [0,0,0,0,0,0,0,0,0,0,1,0,0]

GT [0,0,0,0,0,0,0,0,0,1,0,0,0]

PL  [0,0,0,0,0,0,0,0,0,0,0,0,1]

Unsuccessful Examples

Fig. 7. Examples of experimental results
GT: Ground Truth, PL: Predicted Label.

CH+BoVW(ORB)+NasNet-large has the best mAP. Table III
shows the results. Here we compare Transf13’s, Emotion6
and EmotionROI [31] both in terms of exact match and mean
average precision.

With our proposed model, it is observed that by inflating
the number of emotions from 6 to 13, both exact match and
mAP scores of Transf13 have become better than those of
Emotion6. As we predicted in Section III A, it seems that we
could partially capture abundant psychological human feelings
by infating emotions.

Figure 7 exhibits both successful and unsuccessful examples
of our experiments. We could correctly predict multi-hot
(multi-label) vectors for the left two pictures, while for the
right two pictures we failed to predict the labels.

V. CONCLUSIONS

We proposed a model for visual sentiment analysis
which accurately estimates multi-label multi-class problems

from given images, evoking multiple different emotions
simultaneously. We introduced the emotion inflation method
from Emotion6 into 13 emotions (which we call ‘Transf13’)
by means of emotional dyads. We performed multi-label
sentiment analysis using the emotion-inflated dataset where
we proposed a combined deep neural network model which
enabled inputs to come from both hand-crafted features
(e.g. BoVW (Bag of Visual Words) features) and CNN
features. We also introduced a median-based multi-label
prediction algorithm, where we assumed that each emotion
had a probability distribution. Specifically, after training
our deep neural network, we could predict the existence
of an evoked emotion for a given unknown image if the
intensity of the emotion was larger than the median of the
corresponding emotion. Experimental results demonstrate that
our Transf13-based model outperforms Emotion6-based model
in terms of exact match (subset accuracy) and mean average
precision. In addition, testing loss of our proposed model
demonstrates that it outperforms other models. The mAP of
our proposed model is higher than the mAP of the baseline
model. We suggest that CH is affected by our proposed model.
CH is one feature because CH is still a crucial factor in
emotion recognition. There is a a close relationship between
CH and sentiment [10]. In addition, saturation and brightness
can have a direct impact on several sentiments.

Future directions might include the optimal weights for
the linear combination of multiple neural networks given an
arbitrary emotion evoked image dataset.
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