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Abstract—This paper proposes a novel approach of DNN-based statistical parametric speech synthesis where non-negative matrix factorization (NMF) is effectively utilized. In statistical parametric speech synthesis, Mel-frequency cepstrum is often employed for acoustic features. However, it represents a spectral envelope as a linear combination of fixed envelope curves (sines and cosines), and the envelope predicted by a DNN-based acoustic model loses its fine structure. On the other hand, in NMF, multiple spectral envelopes (spectrogram) are decomposed into two factors; spectral bases and their activity patterns (activation). Since the obtained bases keep the fine structure of envelopes, the remaining factor, i.e. activation can be employed for acoustic features. Due to its sparseness, the spectral envelope obtained by the predicted activation also keeps fine structure. In this study, activation derived from NMF is utilized for spectral representation, and DNN-based text-to-speech synthesis incorporating NMF is proposed. In addition, this framework can potentially incorporate some applications of NMF, such as bandwidth expansion, voice conversion, or noise reduction. In this study, bandwidth expansion is achieved, and experimental results demonstrate that the proposed method can generate more natural spectral parameters especially in 48 kHz sampling rate, and that 16 kHz-to-48 kHz bandwidth expansion, where natural synthetic speech is produced, is achieved in the proposed framework.

I. INTRODUCTION

Text-to-speech (TTS) synthesis is a technology that converts texts into the corresponding speech waveforms. One of the conventional approaches of TTS is statistical parametric speech synthesis (SPSS) [1], [2]. SPSS is based on source-filter model, which models speech as a combination of a sound source (vocal cords), and a filter (vocal tract). Fundamental frequency ($F_0$) is the acoustic feature for a sound source, and Mel-frequency cepstrum (Mel-cepstrum) is that for a filter. These acoustic features are predicted from linguistic features by hidden Markov models (HMMs) or deep neural networks (DNNs), and speech waveforms are generated using vocoder. However, recently, thanks to the advancement of DNNs, it has been possible to directly predict amplitude spectrogram, or speech waveforms from linguistic features or texts [3], [4], [5], [6]. Unlike SPSS, these methods are not based on the speech generation model such as source-filter model. Though some of them can generate very natural speech waveforms, they need a large amount of speech data, and it is usually difficult to train these models. On the other hand, in SPSS, which is based on source-filter model, the generated speech sounds not so natural, but it has some advantages that it requires fewer data, and the control of speech is relatively easy. Therefore, it is still important to improve the quality of generated speech in SPSS.

There has been previous work trying to improve the performance of SPSS. In [7], and [8], to capture the time dependency, recurrent neural networks (RNNs), or long short-term memory (LSTM) is employed for acoustic models representing the relationship between linguistic and acoustic features. In [9] and [10], more precise excitation model is proposed. However, Mel-cepstrum is still employed for spectral envelope modeling. Although there are some attempts trying to model spectral envelope directly [11], [12], the alternative acoustic feature needs to be considered.

Mel-cepstrum, which is the inverse Fourier transform of the logarithmic spectrum on a Mel-scaled frequency, is widely used as acoustic features to represent spectral envelopes. It can efficiently model the spectral envelopes by a small number of coefficients. However, it represents a spectral envelope as a linear combination of fixed envelope curves (sines and cosines), and the envelope predicted by a DNN-based acoustic model loses its fine structure. On the other hand, there are some attempts to model spectral envelopes without intermediate representation such as Mel-cepstrum [11], [12]. In these methods, while the fine structure of spectral envelopes can be kept, the modeling is not easy because the number of the coefficients is large.

Acoustic features to model spectral envelopes should satisfy two requirements; to keep the fine structure of envelopes and to represent the envelopes by a small number of parameters. To address these problem, we focus on non-negative matrix factorization (NMF) [13]. NMF is a set of algorithms to factorize a non-negative matrix into the multiplication of two non-negative matrices. By applying NMF to multiple spectral envelopes (spectrogram), we obtain two factors; spectral bases and their activity patterns (activation). Each of the envelopes is represented as a weighted linear combination of the spectral bases. With the help of non-negativity and sparseness, NMF can make the obtained spectral bases keep their fine structure. Because of the sparseness of the activation, the spectral envelope obtained by the predicted activation also keeps fine structure. Moreover, the dimension of activity patterns is lower than that of spectral envelopes. Therefore, NMF can balance the two requirements, and it is suitable for extraction of acoustic features.

In this paper, we propose a combination of NMF with DNN-based speech synthesis. In the proposed method, activity
patterns derived from NMF are employed for acoustic features which should be modeled by DNNs. To make DNNs model the sparse activity patterns properly, we employ a suitable loss function for them, which can be derived from the definition of the generalized Kullback-Leibler divergence (KLD).

NMF is widely used for voice conversion [14], noise reduction [15], etc. by operating the constructed spectral bases while keeping the activity patterns. Since the proposed method models the relationship between linguistic features and the activity patterns, these applications and TTS can be combined flexibly. In this paper, the proposed framework is combined with bandwidth expansion [16]. By preparing a small amount of wide-band samples, the proposed method can generate the wide-band synthetic speech even when the acoustic model is constructed by narrow-band samples.

The rest of the paper is organized as follows: Section II explains the modeling of spectral parameters in TTS. Section III describes the basic idea of NMF and explains the proposed DNN-based TTS incorporating NMF. Section IV presents experimental evaluations. Finally, Section V concludes the paper.

II. MODELING OF SPECTRAL PARAMETERS IN TTS

A. Mel-cepstrum as Intermediate Features

In DNN-based SPSS, DNNs are employed for acoustic models which represent the relationship between linguistic and acoustic features [2]. Linguistic features, which consist of binary or numerical answers to linguistic questions, are obtained from text analysis. Acoustic features should capture the vocal tract and vocal cords information, which respectively correspond to spectral envelopes and fundamental frequencies. Hence, the features consist of Mel-cepstrum, $F_0$, and band aperiodicity measures. Mel-cepstrum coefficients are the intermediate features for representing the spectral envelope.

In general, to train a DNN-based acoustic model, the mean squared error (MSE) is adopted as the objective criterion which should be minimized. Let $T$ and $D$ be the number of frames and the dimension of the features, respectively. MSE is defined as

$$L_{\text{MSE}}(\mathbf{y} | \mathbf{\hat{y}}) = \frac{1}{2} \sum_{t=1}^{T} \sum_{d=1}^{D} (y_{t,d} - \hat{y}_{t,d})^2,$$  \hspace{1cm} (1)$$

where $\mathbf{y}$ is a sequence of acoustic features obtained from natural speech, and $\mathbf{\hat{y}}$ is that predicted by DNNs.

B. Spectral Modeling without Intermediate Features

In Mel-cepstrum, spectral representation in frequency domain is converted into cepstral representation. It causes the loss of the fine structure of spectral envelopes. To avoid this problem, in some attempts, spectral envelopes are modeled in frequency domain without intermediate representation such as Mel-cepstrum. However, the number of coefficients for spectral envelopes depends on the size of frame windows, and it is usually larger than 512. Hence, it is essential to treat the high dimensional features appropriately. In [11], restricted Boltzmann machines (RBMs) have been used to model the output probabilities of the high-dimensional features in HMM. RBMs can capture the strong correlations among the coefficients in the spectral envelopes rather than Gaussian mixture models. In [12], autoencoder is utilized to obtain the suitable representation for spectral envelopes, and the obtained features are predicted from the linguistic features by DNNs.

On the other hand, instead of decomposition into spectral envelopes and fundamental frequencies, the prediction of amplitude spectra is adopted [3]. Because the waveforms can be derived from the predicted amplitude spectra by phase recovery, a vocoder need not be used. The study shows that KLD is more suitable than MSE as the objective criterion for predicting the amplitude spectrogram. Let $\mathbf{y}$ and $\mathbf{\hat{y}}$ be the reference sequence and the predicted one, respectively. The KLD between them is defined as

$$L_{\text{KLD}}(\mathbf{y} | \mathbf{\hat{y}}) = \sum_{t=1}^{T} \sum_{d=1}^{D} y_{t,d} \log \frac{y_{t,d}}{\hat{y}_{t,d}} - y_{t,d} \hat{y}_{t,d}. \hspace{1cm} (2)$$

III. DNN-BASED TTS INCORPORATING NMF

A. Non-negative Matrix Factorization

Non-negative matrix factorization (NMF) is a group of algorithms where matrix $\mathbf{Y} = (y_{k,n})_{K \times N}$ is factorized into two matrices $\mathbf{H} = (h_{k,m})_{K \times M}, \mathbf{U} = (u_{m,n})_{M \times N}$, with the property that all the matrices have non-negative elements. That is,

$$\mathbf{Y} \simeq \mathbf{HU}. \hspace{1cm} (3)$$

Usually, $K \gg M$, and $N \gg M$. The matrix $\mathbf{H}$ is called exemplar or dictionary, and $\mathbf{U}$ is called activation. In the modeling of spectra with NMF, a spectrum at the $n$-th frame is represented as a linear combination of basis spectra $h_1, \ldots, h_M$ as follows;

$$y_n \simeq \sum_{m=1}^{M} h_m u_{m,n} = \mathbf{H} \mathbf{u}_n. \hspace{1cm} (4)$$

Because of the non-negativity of NMF, activation tends to be sparse 1, and it is possible to make activation more sparse with sparseness constraints [17]. In the proposed method, the activation $\mathbf{u}_n$ which is extracted from the spectral envelope $y_n$ is the acoustic feature for spectral envelope modeling.

To find an approximate factorization $\mathbf{Y} \simeq \mathbf{HU}$, the elements of two matrices $\mathbf{H}, \mathbf{U}$ are iteratively updated based on a cost function. In this paper, based on [14], KLD is employed as a cost function for the amplitude spectrogram. The divergence between $\mathbf{x}$ and $\mathbf{y}$ is

$$D_{KL}(\mathbf{y} | \mathbf{x}) = \mathbf{y} \log \frac{\mathbf{y}}{\mathbf{x}} - \mathbf{y} + \mathbf{x}. \hspace{1cm} (5)$$

To minimize KLD, the elements of the two matrices are
updated as follows [13]:

\[ h'_{k,m} = h_{k,m} \frac{\sum_n y_{k,n}u_{m,n}}{\sum_n u_{m,n}}, \quad (6) \]

\[ u'_{m,n} = u_{m,n} \frac{\sum_n y_{k,n}h_{k,m}}{\sum_k h_{k,m}}, \quad (7) \]

\[ x_{k,n} = \sum_m h_{k,m}u_{m,n}. \quad (8) \]

B. Activation as Intermediate Features

In Mel-cepstrum, a spectral envelope is represented as a linear combination of fixed envelope curves (sines and cosines). Similarly, in NMF, a spectrum is also represented as a linear combination of basis spectra. Therefore, in both of them, spectral envelopes are represented efficiently.

However, in NMF, spectral bases are obtained flexibly by the decomposition of the spectrogram and each basis spectrum has fine structure. Since the activation of NMF tends to be sparse, the spectral envelope which is obtained from the activation predicted by the acoustic model would also have fine structure.

In addition, the bases of NMF can be obtained depending on the speech data. For example, bases depending on a speaker and c can be obtained. Therefore, this representation will incorporate some applications such as voice conversion [14] or bandwidth expansion [16].

C. Prediction of Activation

The overview of the proposed TTS scheme incorporating NMF is shown in Figure 2. \( Y' \), the amplitude spectrogram obtained by training speech data, is factorized into two matrices \( H \) and \( U \), and then a DNN-based acoustic model representing the relationship between the linguistic and acoustic features \( (U) \) is trained. By multiplying the dictionaries \( H \) and the predicted activation \( U' \), the predicted amplitude spectrogram \( Y' \) is obtained.

NMF has a property that it produces a sparse representation of data. Since it has a large number of elements whose value is zero, MSE is not a suitable loss function for modeling such a representation. Hence, we derive a suitable loss function for it.

Let \( u' = [u'_1, u'_2, \ldots, u'_M] \) be an activation at one frame, and \( c = \sum_{m=1}^M u'_m \). By dividing each bin of \( u' \) by the sum \( c \), the normalized activation, \( u = [u_1, u_2, \ldots, u_M] \) is obtained as

\[ u = \frac{u'}{c}. \quad (9) \]

Since the sum of \( u \) is 1, \( u \) can be regarded as a categorical distribution. The KLD between the predicted activation \( \hat{u}' \) and the actual activation \( u' \) is

\[ D_{KL}(u' \mid \hat{u}') = \sum_m \left( c u_m \log \frac{c u_m}{c \hat{u}_m} - c u_m + \hat{c} \hat{u}_m \right) \]

\[ = c \left\{ - \sum_m u_m \log \hat{u}_m + \hat{c} \log \frac{\hat{c}}{c} - \log \frac{\hat{c}}{c} - 1 \right\} + \sum_m u_m \log u_m \]

\[ = c \left\{ D_{CE}(u \mid \hat{u}) + D_{IS}(\hat{c} \mid c) - D_{CE}(u \mid u) \right\}, \quad (10) \]

where \( D_{CE} \) and \( D_{IS} \) denote the cross-entropy and the Itakura-Saito divergence, respectively.

Therefore, the minimization of the KLD is equal to that of the sum of the cross-entropy between \( \hat{u} \) and \( u \), and the Dual-Itakura-Saito divergence (D-ISD)\(^1\) between \( \hat{c} \) and \( c \):

\[ L_{KL} = - \sum_m u_m \log \hat{u}_m + \left( \frac{\hat{c}}{c} \log \frac{\hat{c}}{c} - 1 \right). \quad (11) \]

In the proposed method, the above \( L_{KL} \) is employed for the loss function.

\(^1\)The estimator and the reference in Itakura-Saito divergence is switched with each other in this divergence.
D. Bandwidth Expansion with the Proposed Method

As described in Section III-B, NMF is widely used for voice conversion [14], noise reduction [15], etc. by operating the constructed spectral bases while keeping the activity patterns. In the proposed method, by replacing the spectral bases from narrow-band samples with those from wide-band samples, bandwidth expansion is achieved. By using pairs of utterances from narrow-band and wide-band samples, parallel dictionaries are constructed on the assumption that the same activation patterns are obtained even from the different bandwidth samples. The wide-band speech samples are composed of the replaced dictionary and the activation patterns predicted by the DNN trained with narrow-band samples.

IV. EXPERIMENTS

A. Experimental Conditions

Evaluations were carried out using phonetically balanced 503 sentences from ATR Japanese speech database [18]. Speech samples uttered by a male speaker in the demo script of HTS were used. We used 450 sentences for training, and 53 sentences for evaluation. Samples in two different sampling rates were prepared; 16 kHz and 48 kHz. The data in 16 kHz sampling rate were downsampled from their original samples in 48 kHz sampling rate. WORLD was utilized to obtain spectral envelopes, $F_0$, and band aperiodicity measures, and to generate a waveform from the predicted acoustic features [19].

We constructed three baseline models (MCEP, SP, LogSP) and one proposed model (ACT). In all the models, features fed to a DNN were linguistic features that comprised 675 dimensions and they were normalized to have values ranged from 0.01 to 0.99, and the DNN architectures were feed-forward networks that included 6 hidden layers, each of which has 1024 units and tanh activation functions. The DNN parameters were randomly initialized, and stochastic gradient descent (SGD) was used for the optimization algorithm. The learning rate was set to 0.5 in ACT, 0.005 in SP and LogSP, and 0.002 in MCEP.

The output of MCEP is Mel-cepstrum coefficients that consist of 60 dimensions and their dynamic and acceleration coefficients. This dimension is the default value in Merlin\(^2\), a speech synthesis toolkit for neural-network-based speech synthesis. The output of SP and LogSP is spectral envelopes that consist of 513 dimensions (16 kHz), or 1025 dimensions (48 kHz). The output of ACT is the activation that comprised 201 dimensions. This is the concatenation of the activation normalized to sum to 1 (200 dim.), and its power (1 dim.). When calculating NMF, the l2 norm of each basis is normalized. The number of NMF iteration was set to 1000.

In MCEP and LogSP, output features were normalized to have zero-mean and unit-variance, and their loss functions were MSE. The linear output layer was used in these models. In SP, output features were normalized to have values ranged from 0.01 to 0.99, and KLD was used for its loss function. In this model, the sigmoid output layer was employed similarly to [3]. In ACT, the activation was normalized to sum to 1, and its power was not normalized. Cross-entropy was employed for the loss function of the normalized activation (norm-act), and D-ISD for that of the power coefficient. The output layer for norm-act was softmax, whereas softplus was used for its power.

We also performed an experiment of bandwidth expansion. By using 50 sentences of parallel speech data (16 kHz and 48 kHz), we constructed parallel dictionaries. These 50 sentences are included in the 450 sentences in the training set. By multiplying the 48 kHz dictionaries and the activation predicted by the DNN trained with 16 kHz speech data, we obtained 48 kHz speech samples (16k_to_48k). We compared it with the speech samples predicted by the DNN trained with 48 kHz training data (48k).

In all the models, to synthesize test speech samples, $F_0$ and band aperiodicity measures were extracted from the reference samples, and only the parameters of spectral envelopes were predicted by the DNNs. In MCEP, maximum likelihood parameter generation (MLPG) was utilized in order to consider the dynamic and acceleration coefficients [20].

To objectively evaluate the performance of the models, Mel-cepstral distortion (MCD) was used [20]. MCD is calculated as:

$$MCD[dB] = 10 \ln 10 \sqrt{\frac{2}{d} \sum_{d=1}^{24} (mc_d - \hat{mc}_d)^2}$$

(12)

where \(mc_d\) and \(\hat{mc}_d\) is the d-th dimension of the Mel-cepstral coefficient.

For the subjective evaluation, preference AB tests on speech quality were performed. In each test, 10 pairs of utterances from the two focused models were randomly selected, and they were evaluated by 25 participants.

---

\(^2\)http://hts.sp.nitech.ac.jp/
\(^3\)http://www.cstr.ed.ac.uk/projects/merlin/

<table>
<thead>
<tr>
<th>Model</th>
<th>Output</th>
<th>Dimension</th>
<th>Normalization</th>
<th>Loss Function</th>
<th>Output Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEP</td>
<td>Mel-cepstrum</td>
<td>513 (melcep+(\Delta+\Delta_D))</td>
<td>Mean:0, Var:1</td>
<td>MSE</td>
<td>linear</td>
</tr>
<tr>
<td>SP</td>
<td>spectrum</td>
<td>1025 (48 kHz)</td>
<td>Min:0.01, Max:0.99</td>
<td>KLD</td>
<td>sigmoid</td>
</tr>
<tr>
<td>LogSP</td>
<td>log spectrum</td>
<td>1025 (48 kHz)</td>
<td>Mean:0, Var:1</td>
<td>MSE</td>
<td>linear</td>
</tr>
<tr>
<td>ACT</td>
<td>activation</td>
<td>201 (norm-act: 200 + power: 1)</td>
<td>Sum:1 + None</td>
<td>CE+D-ISD</td>
<td>softmax + softplus</td>
</tr>
</tbody>
</table>
B. Experimental Results

Figure 3 shows the averaged Mel-cepstral distortions of test utterances in different sampling rates; (a) 16 kHz and (b) 48 kHz among the four models. From Figure 3, the proposed model (ACT) achieved a lower distortion than MCEP and SP in both 16 kHz and 48 kHz sampling rates. In MCEP, the MSE of the features was adopted for the loss function for training of DNN, i.e. DNN was trained to directly minimize MCD. Nevertheless, the proposed model outperformed the MCEP model in the MCD criterion. This would be because NMF can keep the finer structure of spectral envelopes than MCEP. Compared with LogSP, ACT achieved comparable results in the MCD criterion. Although the dimension of the acoustic features in ACT is lower than that in LogSP, ACT can efficiently model the spectral envelopes.

In Figure 4, the results of the subjective evaluations in the different sampling rates are shown. Except for SP in 16 kHz sampling rate, ACT outperformed the other models. It shows that the proposed method can produce more natural synthetic speech especially in wide-band conditions.

The results of the experiment of bandwidth expansion are also depicted in Figures 3 (c) and 4 (c). 48k achieved slightly better results than 16k_to_48k. In 48k, 450 utterances of wide-band samples were used for training, while 16k_to_48k utilized only 50 wide-band utterances. Although the acoustic model of 16k_to_48k is trained by utilizing only narrow-band samples, the proposed scheme of band expansion achieved the reasonable performance, which is slightly worse than the model trained with only wide-band samples.

V. Conclusions

In this paper, we have proposed a combination of NMF with DNN-based speech synthesis. In the proposed method, activity patterns derived from NMF are employed for acoustic features, and they are modeled by DNN. To make it possible for DNNs to model the sparse activity patterns appropriately, we have employed a suitable loss function based on the cross-entropy and the dual Itakura-Saito divergence, which can be derived from the definition of KLD. In addition, the proposed framework has been combined with bandwidth expansion. By preparing a small amount of wide-band samples, the proposed method can generate the wide-band synthetic speech even when the acoustic model is constructed by narrow-band samples. Experimental evaluations show that the proposed method can generate more natural spectral parameters especially in 48 kHz sampling rate. In the experiment of 16 kHz-to-48 kHz bandwidth expansion, wide-band speech samples with the reasonable quality are obtained by the acoustic models trained with narrow-band samples.

As further works, combinations of other NMF applications such as voice conversion and noise reduction with the proposed framework should be investigated. The concept of NMF-based voice conversion would connect the proposed framework with multi-speaker training, and that of NMF-based noise reduction makes it possible to utilize the noisy samples for TTS. Improvement of the quality of the bandwidth expansion and effect of sparseness constraint in NMF need to be considered.
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