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Abstract—Supervised learning methods for object detection on 3D lidar point cloud have recently emerged. Image-based algorithms, naively adapted to this new sensing modality, were shown to be somewhat effective. However, the data structure of point cloud differs significantly from images, and approaches taking this into consideration must be developed. In this research, we demonstrate how point sparsity, which depends on range from the lidar, complicates the training of lidar-based detection model. We use an expected point sparsity metric to filter the KITTI dataset and improve the overall quality of the training labels. We perform in-depth ablation studies which show how much an optimized training dataset can improve 3D lidar object detection models. Finally, we show that including range information directly in the network input, as an indicator for expected point sparsity, also improves detection capabilities.

I. INTRODUCTION

A crucial task for the development of mobile autonomous systems is object detection. The majority of autonomous platforms are equipped with some exteroceptive sensors, traditionally cameras, which are capable of relaying information about the surrounding environment. With these perception capabilities, it then becomes possible, albeit difficult, to detect objects of interest in the surroundings. For example, automated cars may be particularly interested in locating other vehicles, or pedestrians and cyclists so as to avoid any risky situations. Regardless of the object of interest, camera-based object detection method have been thoroughly researched by the computer vision community. In recent years, methods relying on supervised learning and deep convolutional neural networks (DCNNs) have unequivocally dominated object detection benchmarks.

Assessing the object detection capabilities of 3D lidars has been the subject of many recent research. Traditional approaches relied on complex heuristic-based clustering and segmentation methods, but recently, supervised learning methods analogous to the ones used on images have been applied to lidar data. It is a natural assumption that the success of 2D convolutional networks for object detection would translate to different types of data, including 3D range information. Modern lidars also report increasingly reliable single channel intensity information, which deepens the connection to images. On the other hand, lidar data is fundamentally different to camera data. The most glaring difference is the increased dimensionality of the data, making it unnatural to directly apply 2D CNNs directly. To quickly apply existing methods for 2D object detection on 3D lidar data, several authors have opted to project 3D data information to 2D images.
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Typically, the data is either observed from the top, the so-called \textit{bird's eye view} (BEV)\cite{1}, or the lidar data is arranged in a 2D matrix, with intensity corresponding to range or depth, often called \textit{front-view image} or \textit{depth image}\cite{2}. By including information like height or intensity as additional 2D channels, these methods have seen relative success, even for predicting 3D bounding boxes. At the same time, convolutional neural networks naturally extend to 3D, and recent methods operating directly on undistorted 3D point cloud have further improved lidar-based detection accuracy.

Nevertheless, state-of-the-art methods have not been fully adapted to this new data type. Recent work improved the discretization of point clouds by implementing feature encoding networks\cite{3}, and utilizing sparsity to improve computation time has also been researched\cite{4}. While implemented on 3D lidar data, these methods were originally developed for volumetric data\cite{5,6} which differs significantly from 3D lidar data. Otherwise, the impact of range on object appearance has been largely ignored. One of the main challenges in image-based object detection is that objects can be found at different scales, but 3D point cloud data is fixed in metric scale.

Still, this sensing modality does not circumvent appearance variation for the same object class; instead, object appearance varies significantly with range, due to the increasing sparsity of the data. This is highlighted Figure 1 and 2, where in the bottom figure it is already difficult to distinguish a car from a wall at a range of 35 meters and with more than 100 lidar points. Yet, in the KITTI dataset, there are thousands of objects at greater range and with far fewer points.

In this work, data-driven methods were developed to improve the reliability of training on 3D lidar point cloud. Specifically, a statistical analysis of the point cloud labels in the KITTI data set shows the varying sparsity of data. Through comparative studies, the hypothesis that some labels of poor quality should be omitted from training was tested by comparing detection accuracy given different training dataset. The contributions of this paper are experiments that show:

- a simple point sparsity threshold improves detection accuracy,
- a range-based threshold that takes into account sensor specifications further improves accuracy, and
- including range information directly as an additional network input is also beneficial.

While the suggested methods were tested on the KITTI dataset and the SECOND object detection model\cite{4}, we stress that any 3D lidar-based detection method which rely on voxel representations could apply this research. Furthermore, the analysis performed in this work could also be applied to other datasets.

The rest of the paper is structured as follows: recent research on 3D lidar-based object detection is first discussed in Section II. In Section III, current issues with training 3D lidar-based approaches on the KITTI dataset are shown, and solutions are proposed. Then, the results of thorough ablation studies are shown in Section IV, by first comparing the impact of our modifications with the SECOND baseline implementation, and then by comparing with the state-of-the-art on the KITTI 3D benchmarking suite.

II. RELATED WORK

A. 2D Representations

The extensive literature on the object detection for 2D images motivated the early attempts at object detection on point cloud data to adopt 2D representations equivalent to images. This allowed existing method and software to be applied to point clouds with minimal modification and kept computation tractable.

The VeloFCN network\cite{2} proposed to use single-channel front-view image as input to a shallow, single-stage convolutional neural network which produced 3D vehicle proposals. LMNet\cite{7} expanded on this idea, first by adding several other channels to the input, such as lidar intensity and range to the sensor. Another use of depth image was shown for semantic classification of lidar points\cite{8}. Through depth image-based object labels, alongside pointwise flow estimation\cite{9} for lidar point cloud, they achieved accurate pointwise segmentation of lidar data.

The alternative approach, BEV images have seen widespread popularity, likely in part due to the new KITTI benchmark. A drawback of this top-view projection is that lidar points which vary primarily in height occlude each other in BEV images. MV3D\cite{1}, as well as multi-channel BEV images, each channel correspond to a different range of heights, so as to minimize these occlusions. Alongside these height maps, camera images, front-view images, density maps and intensity maps are used to produce object proposals which are then fused and refined in a deep fusion network, which performs multi-class detection and 3D bounding box regression. Complex-YOLO\cite{10} borrows heavily from this work, but uses exclusively a 3-channel BEV representation that encodes height, density and intensity as input to the YOLOv2\cite{11} network. Other notable BEV research use slightly different inputs or networks\cite{12,10,13,14}, while some use map-based masks to pre-process the BEV data and increase accuracy and computational cost\cite{15,16}.

B. 3D Representations

Using volumetric data directly, without the need for projection in 2D space, has been the topic of many recent works. A 3D representation, through 3D occupancy grid called voxel grids, was first applied for object detection in RGB-D data\cite{17}, which is structurally similar to 3D lidar data. Shortly thereafter, a similar approach was used on point clouds created by lidars\cite{18}. In their following work, they used a 3-layer CNN for car, pedestrian and cyclist detection\cite{19}.

Following the aforementioned VeloFCN, a 3D dimensional version of the CNN was proposed\cite{2}. This network used a single channel voxel grid, storing only binary occupancy, as representation of the 3D point cloud. While this network produced decent results, the first truly convincing results for point cloud-only 3D bounding box estimation was shown in VoxelNet\cite{3}. Instead of hand-crafting input features or simply
using occupancy. VoxelNet used recent research in voxel feature encoding (VFE) to learn CNN input features[5]. The VFE uses a fully connected neural network that converts the variable number of points in each voxel, to a feature vector of fixed size. The region proposal network[20] receiving inputs from the VFE performed multi-class object detection with state-of-the-art accuracy. This work was then improved both in terms of accuracy and computational efficient by SECOND[4] by using focal loss and exploiting the natural sparsity of lidar data to significantly improve computation time. SECOND is very notable as the first 3D method to be released open-source by the authors; other works had not been shown to be entirely reproducible.

Finally, PointRCNN[21], who recently achieved state-of-the-art on the KITTI benchmark using only lidar data, uses a novel feature encoding method: an autoencoder produces pointwise feature vectors which are then used for foreground (object) point segmentation. Each foreground points then produce 3D bounding box proposals which are refined through a second network. This latest work represents significant divergence from the earlier, image-based computer vision literature.

III. METHODOLOGY

A. KITTI Dataset Analysis

The KITTI dataset was created in 2012 as a computer vision benchmarking tool[22]. In this section, some analytical details of the dataset are provided as basis for this work. Despite being somewhat dated, it remains one of the best sources of labelled 3D lidar data. The lidar used in the dataset is a Velodyne HDL-64, which has a 360° field of view in the horizontal and angular resolution of θ_hor = 0.08°. Its 64 vertically-spaced lasers are angularly spaced by approximately θ_ver = 0.4°, for a total vertical field of view of 26.9°.

The dataset provides 7481 training examples with full 3D labels, as well as 7518 test-only examples, used for official benchmarking, with 45,570 training labels of various classes, though detection is benchmarked on 3 classes: cars, pedestrians and cyclists. These classes are further divided into 3 categories, easy, moderate or hard, depending on the bounding box height, occlusions and whether the object is only partly in the image plane, known as truncation. It is important here to note that the 3D bounding box as well as occlusion and truncation level are defined through images, and that only objects in the image plane are labelled.

Unfortunately, the quality of image labels does not guarantee the quality of the point cloud label. To show this, the 3D bounding box parameters are used to segment the points contained in each bounding box. Figure 3 shows the number of bounding boxes with a specific number of points, from 0 to 100 points. While some bounding boxes are dense with data, many can be seen to be sparse; more than 500 boxes contain no points whatsoever. Given this, it can be asked whether it is reasonable to expect a 3D point cloud-only algorithm to detect these objects. More specifically, this work investigates whether these labels should be omitted from training, and to what extent.

B. Label Filtering

The previous section discussed some glaring issues with the quality of the training data in the KITTI dataset. To understand the impact of these less than adequate labels when training object detection algorithms, a filter was applied to the dataset prior to training. Note only the training set was filtered, not the validation set, and that a 50:50 split was followed as in previous work[4].

The first method used is simply to discard any bounding box which has less points than some hard threshold. To avoid confusing signals during training, the voxels that contain discard labels do not contribute any loss.

One argument against this approach is that points at higher distance should be allowed to have a small number points, as sparsity naturally increases with distance from a 3D lidar sensor. However, as shown in Figure 5, labels with low number of points occur at essentially all distances. Another approach is therefore to apply a threshold based on the distance from the sensor. A distance-based threshold based on the specific sensor used and the statistics of the car class in the KITTI dataset was derived: the Velodyne HDL64 lidar used in the KITTI dataset has a horizontally angular resolution of θ_hor = 0.08° and vertical angular resolution of θ_ver = 0.4° and is at a height of h_l = 1.73 m from the ground. The mean length, width and height of a car in the KITTI dataset is l = 4.00 m, w = 1.65 m and h = 1.59 m respectively. Given that car length is much greater than width or height, a vehicle with the same heading as the ego-vehicle will create the smallest number of lidar points, so this represents a worst case scenario. Assuming the ground is locally flat, previous work shows how to estimate number of lidar points on a 3D bounding box a distance r from the sensor[23]:

\[
N_{ver}(r) = \frac{1}{\theta_{ver}} \left( \arctan \left( \frac{h_l}{r} \right) - \arctan \left( \frac{h_l - h}{r} \right) \right),
\]

\[
N_{hor}(r) = \frac{2}{\theta_{hor}} \arctan \left( \frac{w}{2r} \right) - 1,
\]
where $N_{\text{ver}}(r)$ is the number of points in a vertical slice, and $N_{\text{hor}}(r)$ is the number of points in a horizontal slice. Therefore, the total number of points is given by:

$$N_{\text{pts}}(r) = N_{\text{ver}}(r) \cdot N_{\text{hor}}(r).$$ (3)

In practice, the area of a car is much smaller than that of a rectangular prism. Furthermore, the fact that cars may be occluded, further reducing the number of hits, has to be accounted for. A weight factor of $\alpha$ was therefore added to the function, based on the distribution of points in Figure 5.

Furthermore, the number of points get very large near the sensor, but in that region, the assumption that the entire vehicle is in the sensor field of view tends to be false. A max threshold for this range-based function for the near region, $\tau$, is used. The resulting function is:

$$N_{\text{pts}}(r, \alpha, \tau) = \min (\alpha \cdot N_{\text{ver}}(r) \cdot N_{\text{hor}}(r), \tau)$$ (4)

which essentially applies a hard threshold near the sensor, and then gradually reduces the number of points. We show this function for different max threshold in Figure 4. Note that when filtering bounding boxes, the function was rounded down to the nearest integer.

In Table I, the number of training labels given the different filtering parameters is shown for some key classes, to give perspective on how much data is sacrificed. In Section IV-A, the impact of filtering on detection accuracy is shown, specifically for the car class. This work does not perform multi-class detection, but this range-based filtering approach could be extended by following same analysis for other classes.

### C. Range Input

As previously stated, euclidean distance to sensor, or range, is an important factor determining the appearance of an object as perceived by a 3D lidar. Since point positions are typically encoded with respect to the voxel grid cell origin during the discretization process, range information is lost. To test the hypothesis that this information is invaluable for detection, the impact of including range information as an additional channel is investigated. This additional channels simply holds the euclidean distance between the sensor and the 3D point, normalized between $[0, 1]$ by the maximum possible distance to the sensor, with the range used for detection being $[0, 70.4] \times [-40, 40] \times [-3, 1]$.

This approach is compared with other choices of input.
namely (i) using only occupancy, (ii) using occupancy and intensity (baseline), (iii) using occupancy and range and (iv) using occupancy, intensity and range. The results of these experiments are reported in Section IV-B.

IV. RESULTS

In the following experiments, the default SECOND[4] training parameters are used, along with their 50:50 training and validation split, only training on the car class.

A. Label Filtering

This section reports the results of filtering labels based on the number of points they contain. The baseline model, as shown in Table II has no minimum point requirement, which is then increased incrementally up to 100 points. The results of these experiments show that, up to a minimum number of points of 30, the trained model performs slightly better than the baseline model. The best model was obtained when only labels with a minimum of 4 points are considered, which filters about 6% of the cars in the dataset. When the threshold is set at 50 or 100 points, the accuracy for the moderate and hard categories goes down significantly, while the easy category sees only a very small decrease in accuracy. This is likely because hard thresholding has the consequence of preferably filtering labels farther from the sensor; a high threshold may leave only few examples at high range to train the model on, while only slightly reducing the number of close-range examples.

Motivated by the shortcomings of a hard threshold, a thresholding function based on expected sparsity of the lidar sensor was developed. It was tested for two values of $\alpha = \{0.05, 0.1\}$ and a few values of $\tau = \{5, 10, 30\}$. While the hard threshold showed disproportional change in accuracy across label difficulties, this approach takes range into account and therefore is much more consistent. This approach considerably outperforms the baseline model, especially in the moderate class, with the best model using $\alpha = 0.05$ and $\tau = 30$, which is not very aggressive in terms of how many labels are filtered, but still has a significant impact on model output. Table I shows that using $\alpha = 0.05$ and $\tau = 30$ filters a number of labels equivalent to a hard threshold between 4 or 5 points. A value of $\alpha = 0.1$ is comparatively more aggressive filtering and performs only slightly better than hard thresholding.

B. Range Input

Detection accuracy for different inputs to the voxel feature encoder are shown in Table III. A significant improvement from including range information was shown when compared to only using occupancy. However, adding range alongside intensity information produced only a marginal improvement to detection accuracy.

C. Optimized Network

We test an optimized network model on the KITTI test set and compare it with the state-of-the-art as reported on the official KITTI 3D benchmark\(^1\). The aforementioned 50:50 training and validation split was used for consistency with previous experiments. The network input is occupancy, intensity and range, and a range-based filtering approach was applied to the training labels, with $\alpha = 0.05$ and $\tau = 30$.

The internal comparison on the validation set in Table IV shows the compounded accuracy improvement of this approach. While significantly better than the baseline, including range information was shown to produce only marginal accuracy improvements on the moderate and hard class. On

\(^{1}\)Published work only, accessed on February 26, 2019

<table>
<thead>
<tr>
<th>Min. Points $N_{pts}$</th>
<th>Easy</th>
<th>Moderate</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (baseline)</td>
<td>88.30</td>
<td>77.98</td>
<td>76.40</td>
</tr>
<tr>
<td>1</td>
<td>88.45</td>
<td>78.36</td>
<td>76.61</td>
</tr>
<tr>
<td>2</td>
<td>88.39</td>
<td>78.20</td>
<td>76.41</td>
</tr>
<tr>
<td>3</td>
<td>88.86</td>
<td>78.44</td>
<td>76.83</td>
</tr>
<tr>
<td>4</td>
<td>88.96</td>
<td>78.86</td>
<td>77.43</td>
</tr>
<tr>
<td>5</td>
<td>88.31</td>
<td>78.27</td>
<td>76.75</td>
</tr>
<tr>
<td>10</td>
<td>88.51</td>
<td>78.31</td>
<td>76.50</td>
</tr>
<tr>
<td>15</td>
<td>88.38</td>
<td>78.33</td>
<td>76.64</td>
</tr>
<tr>
<td>20</td>
<td>87.92</td>
<td>78.05</td>
<td>76.66</td>
</tr>
<tr>
<td>30</td>
<td>88.04</td>
<td>77.97</td>
<td>76.47</td>
</tr>
<tr>
<td>50</td>
<td>88.18</td>
<td>70.33</td>
<td>69.44</td>
</tr>
<tr>
<td>100</td>
<td>87.03</td>
<td>61.63</td>
<td>53.11</td>
</tr>
</tbody>
</table>

$\alpha = 0.1, \tau = 10$ $89.43$ $82.20$ $77.67$
$\alpha = 0.1, \tau = 30$ $88.99$ $81.90$ $77.47$
$\alpha = 0.05, \tau = 5$ $89.94$ $85.59$ $78.01$
$\alpha = 0.05, \tau = 10$ $89.66$ $85.47$ $77.91$
$\alpha = 0.05, \tau = 30$ $89.94$ $85.80$ $78.34$

Fig. 6: Average cars class AP on the validation set, for different filtering parameters, with baseline AP shown in red. The black markers have a fixed minimum number of points per label $N_{pts}$, while the blue points have minimum number of points only near the sensor $N_{pts}$, as shown in Figure 4.
TABLE III: AP on the validation set using different input types.

<table>
<thead>
<tr>
<th>Model</th>
<th>Easy</th>
<th>Moderate</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>85.82</td>
<td>78.48</td>
<td></td>
</tr>
<tr>
<td>Occupancy+Range+Intensity</td>
<td>89.94</td>
<td>85.80</td>
<td>78.34</td>
</tr>
<tr>
<td>NU-optim</td>
<td>89.92</td>
<td>85.82</td>
<td>78.48</td>
</tr>
</tbody>
</table>

TABLE IV: Performance of the NU-optim model which uses range-based filtering and additional range input.

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Easy</th>
<th>Moderate</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupancy+Intensity (baseline)</td>
<td>88.30</td>
<td>77.98</td>
<td>76.40</td>
</tr>
<tr>
<td>Occupancy</td>
<td>76.25</td>
<td>61.49</td>
<td>55.51</td>
</tr>
<tr>
<td>Occupancy+Range</td>
<td>84.35</td>
<td>66.31</td>
<td>59.54</td>
</tr>
<tr>
<td>Occupancy+Range+Intensity</td>
<td>88.68</td>
<td>78.08</td>
<td>76.46</td>
</tr>
</tbody>
</table>

TABLE V: Average Precision (AP) in % on the KITTI 3D object detection test set, ordered based on moderate category accuracy.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Speed [s]</th>
<th>Easy</th>
<th>Moderate</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointRCNN[21]</td>
<td>0.10</td>
<td>85.94</td>
<td>75.76</td>
<td>68.32</td>
</tr>
<tr>
<td>PointPillars[14]</td>
<td>0.016</td>
<td>79.05</td>
<td>74.99</td>
<td>68.30</td>
</tr>
<tr>
<td>NU-optim (Ours)</td>
<td>0.04</td>
<td>83.92</td>
<td>74.94</td>
<td>66.88</td>
</tr>
<tr>
<td>RoarNet[24]</td>
<td>0.10</td>
<td>84.25</td>
<td>74.29</td>
<td>59.78</td>
</tr>
<tr>
<td>SECOND[4]</td>
<td>0.04</td>
<td>83.13</td>
<td>73.66</td>
<td>66.20</td>
</tr>
<tr>
<td>IPOD[25]</td>
<td>0.20</td>
<td>82.07</td>
<td>72.57</td>
<td>66.33</td>
</tr>
<tr>
<td>AVOID-FPN[13]</td>
<td>0.10</td>
<td>81.94</td>
<td>71.88</td>
<td>66.38</td>
</tr>
<tr>
<td>F-PointNet[26]</td>
<td>0.17</td>
<td>81.2</td>
<td>70.39</td>
<td>62.19</td>
</tr>
<tr>
<td>VoxelNet (Lidar)[3]</td>
<td>0.23</td>
<td>77.47</td>
<td>65.11</td>
<td>57.73</td>
</tr>
<tr>
<td>MV3D (Lidar)[11]</td>
<td>0.24</td>
<td>66.77</td>
<td>52.78</td>
<td>51.31</td>
</tr>
</tbody>
</table>

The KITTI benchmark, our method, labelled NU-optim on the official KITTI benchmark shows improvements over SECOND and competes closely with other state of the art methods.

Finally, in terms of computation time, including range information in the input is a trivial modification to the original SECOND algorithm.

V. CONCLUSIONS

In this work, some simple approaches to get the most out of 3D lidar-only detection algorithms based on supervised learning were developed. While it has to be accepted that labeling lidar point clouds directly is difficult, it can also be acknowledged that labeling bounding boxes through images can lead to poor label quality. In this work, it was shown explicitly that poor label quality is detrimental to training object detection models, specifically for the KITTI dataset. Inspecting the training dataset and filtering out labels that do not contain sufficient number of lidar points was shown to be an efficient way to avoid improve the dataset and obtain more reliable detection results. A range-based filtering approach, which takes into account the sensor, was shown to produce

even more consistent training sets, which further improved detection accuracy. However, it has to be acknowledged that the KITTI training set is rather small, which accentuates the importance of label quality. It remains to be shown that this filtering is beneficial for datasets $10^1$ to $10^2$ times larger than KITTI, which is common of image-base applications. Since no such lidar-based open dataset exist at this time, this is left as future work.

Additionally, this work has shown that using range as additional input to the VFE framework work is another optimization that improves detection accuracy. However, the improvement was not as significant as the one obtained through dataset filtering. This work still shows that taking into account range-based appearance changes is a key factor that makes object detection from lidar point clouds challenging. As such, future work will aim to develop network structures and training loss functions that can address this issue more directly.
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