








both the DNN-based and BLSTM-based methods. BLSTM-
RNN is able to recover the plosive components, which can be
seen from the oval boxes.

3) Ablation study of the three components in SSIM:
SSIM is composed of three kind of similarity measurement,
including luminance, contrast and structure. In this experiment,
we try to figure out how the three components affect the
mapped spectra.

We take the L(x; y ), C(x; y ) and S(x; y ) defined in (2),
(3) and (4) as the similarity measurement respectively, and the
loss function is defined as following:

L(X; Y ) = �
1

M

MX

j =1

F (x i ; yj ); F = L; C; S (9)

We denote the corresponding loss function as L-SSIM,
C-SSIM and S-SSIM. BLSTM-RNN is trained with the three
loss functions respectively and the results are shown in Fig.3.

Fig. 3: Spectrograms of an utterance enhanced by different
components in SSIM loss function (a) AC speech (b) Speech
enhanced by L-SSIM (c) Speech enhanced by C-SSIM (d)
Speech enhanced by S-SSIM

When compared with Fig.3 (b) with Fig.3 (c), we can
note that L-SSIM and C-SSIM acquire very similar spectra,
but the C-SSIM seems to get clearer background. We infer
that the contrast which is used to distinguish the foreground
and background in images has better ability to suppress the
background noise than the illumination punishment. From
Fig.3 (d) we can see that S-SSIM tends to obtain clear
and complete harmonic structures. However, some unexpected
structures are also generated and the energy of structures
are very similar between the low-frequency band and high-
frequency band. Since unexpected harmonics make speech
muffled, we think S-SSIM needs to cooperate with energy
constraint to take its advantages.

Generally, the three components in SSIM have their own
advantages and disadvantages. Therefore, in order to get better

results, it may be reasonable to adjust the portation of the
three components by changing the values of � , � and  in (6)
according to different speech tasks and speech characteristics.

IV. CONCLUSION

In this paper, SSIM loss function is used to train the
spectral mapping model in BC speech enhancement. The
experimental results show that SSIM loss function can acquire
better quality of enhanced speech than conventional MSE
loss function. Besides, some hyper-parameters in SSIM loss
function are adjusted due to the difference between natural
images and magnitude spectrogram, and the optimal choice of
them is suggested. Meanwhile, the effects of three components
in SSIM loss function on the mapped spectra are analyzed
individually. In the future, we would like to further modify
SSIM loss function to suit the characteristics of speech better
and explore the generality of it in other tasks such as speech
de-noising and voice conversion.
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