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Abstract—With the rapid development of microarray
technology and interdisciplinary science, it is possible for
microarray technology to be used to predict diseases. Mi-
croarray technology has the advantages of high speed, high
efficiency and reliability in disease prediction. However,
microarray data are usually high-dimensional with small
samples, additionally, the samples are often imbalanced,
which brings a lot of difficulties to researchers. In view of the
above problems, it is proposed in this paper a Filter-Wrapper
hybrid feature selection algorithm Union Information Gini
Cost-sensitive Feature Selection General Vector Machine
(UIG-CFGVM) to tackle the high-dimensional imbalanced
small-sample problem. The improved hybrid algorithm is
as follows: Firstly, the most common features are removed
by the proposed hybrid filter algorithm UIG, which is
obtained by Information Gain (Info)and Gini Index (Gini).
Secondly, Cost-sensitive Feature selection General Vector
Machine (CFGVM) is used as Wrapper method to further
improve the performance of the algorithm. The experimental
results show that the proposed algorithm UIG-CFGVM has
better classification performance in seven biomedical high-
dimensional imbalanced small-sample datasets compared
with other similar algorithms.

Index Terms—Filter algorithm, Wrapper algorithm , Fea-
ture selection, High-dimensional Imbalanced Small-sample
data

I. INTRODUCTION

In the past decades, cancer has become one of the
serious diseases to the health of our people with the
increase of its incidence and mortality. In the medical
diagnosis of cancer, the classification of several tumor
types is very important. Accurate prediction of tumor type
can provide better treatment for patients, and if cancer can
be accurately predicted in the early stage, the survival rate
can be greatly improved. Traditional treatments are based
primarily on the morphological features of tumor tissue.
According to relevant reports, these conventional methods
have some limitations. Therefore, effective methods for
distinguishing cancer subtypes are essential [1].

At present, the study of gene sequence has become an
important method for early cancer prediction and preven-
tion. Usually, the research of gene sequence is mainly
based on DNA microarray data. DNA microarrays are a
group of tiny spots attached to solid surfaces to measure
gene expression levels. The technology allows researchers

to study a large number of genes, so the use of gene
expression profiles for cancer diagnosis has progressed
very rapidly [2]. However, gene expression profiles are
usually high-dimensional with small samples, additionally,
the samples are often imbalanced. As a preprocessing step
of microarray data processing, feature selection has rapidly
become an indispensable part of researchers. Feature se-
lection not only removes redundant and irrelevant features,
but also helps biologists to connect basic expressions with
diseases [3].

In this paper, a novel algorithm UIG-CFGVM is pro-
posed to tackle the high-dimensional small sample and
imbalanced classification problems. To our best knowl-
edge, there is no recent research that applied the GVM and
BALO in the the high-dimensional small sample and im-
balanced classification problems. In the high-dimensional
small sample and imbalanced classification, there are not
only the ”dimensional curse”, the classifier bias problem,
but also the over-fitting problem, and the feature selec-
tion can not only reduce the dimension of the data, but
also improve the generalization ability of the algorithm.
Therefore, it has been widely studied by scholars. The
general idea of the proposed algorithm is as follows: The
first step is to propose an improved Filter method UIG in
which the existing Filter algorithm Info and the Gini are
mixed, the first n features obtained by the two algorithms
are combined. In this way, the advantages of the two
Filter methods can be merged without missing important
features, and the second step uses the Wrapper algorithm,
which uses the proposed CFGVM algorithm. The feature
can be further screened and the imbalance and over-fitting
problems solved to improve classification performance.

II. THE RELATED WORK OF FEATURE SELECTION IN
HIGH-DIMENSIONAL SMALL SAMPLES

Feature selection is an important technique for data
preprocessing [4]. According to different search strategies,
feature selection methods can be divided into Filter feature
selection algorithm, Wrapper feature selection algorithm
and Embedded feature selection algorithm.

Filter feature selection algorithm mainly depend on the
general statistical features of training data without using
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any learning algorithm. Hoque et al. [5] compute feature
class fuzzy mutual information based on fuzzy mutual
information, realize feature selection of FMIFS-ND, and
select the feature with the highest mutual information.
Raza et al. [6] proposed a new concept of ”enhanced
dependency class”. IDC can replace dependency measure-
ment and improve classification performance by reducing
execution time and runtime memory. Guo et al. [7] pro-
posed a regularized logistic regression (RLR) with support
vector machine as the selection mechanism. This algorithm
provides a global optimal solution with linear complexity
and is superior to other feature selection algorithms.

Wrapper feature selection algorithm uses evolutionary
strategy to guide search. At present, the related Wrapper
algorithms include particle swarm optimization (PSO)
[8], artificial bee colony algorithm [9], ADSRPCL-SVM,
Ant Colony Optimization Algorithm (ACO) [10], genetic
algorithm based SVM algorithm [11] and gene program-
ming algorithm [12]. Sharma et al. [13] implements the
continuous feature selection (SFS) method, which allows
the size of features less than 10 to be processed at a time,
and the level assigned by the features to be increased. At
each stage, a feature is deleted until the stop condition
is reached. Kang et al. [14] achieves global optimization
by combining random forward search to select relevant
features. It also uses other sequential selection techniques,
such as sequential forward selection (SFS) and sequential
backward elimination (SBE), until the final model is built.
Separate use of SFS and SBS is vulnerable to nesting
benefits [15]. In SBS, once a feature is ignored, it can
not be re-selected; in SFS, once a feature is selected, it
can not be deleted later. In order to mitigate these effects,
some literatures use Sequential Floating Forward Selection
(SFFS) and its improved extended algorithm [16, 17] to
improve the quality of selected features.

Embedded feature selection algorithm, the process of
learning classifier and feature selection are carried out
simultaneously. For example, random forest [18] based
on genome data analysis, convergent random forest [19]
for drug response, and artificial neural network algorithm
[20] for improving preconditional microRNA classifica-
tion. Zhu et al. proposed a feature selection criterion based
on the detailed analysis of multi-criteria linear program-
ming (MCLP) classification algorithm, and designed an
embedded candidate feature selection program for MCLP
[21]. Mishra et al. proposed a strategic gene selection
algorithm, SVM-BT-RFE, which is a variant of SVM-
RFE and SVM-T-test. The algorithm takes into account the
results of statistical Bayesian T-test and generalized T-test
tests, and combines it with the weight vector to get a new
ranking score. However, the algorithm is time-consuming
[22].

III. PROPOSED ALGORITHM

A. Relevant filter feature selection algorithm

1) Information gain: Information gain is a measure of
the dependence between features and class labels. Infor-
mation gain is also one of the most popular Filter feature
selection methods [23], due to its high computational
efficiency and ease of interpretability. For each feature,
the importance of the feature is measured primarily by

how much information about the class is obtained from
the feature. When selecting the optimal feature subset, we
usually choose features that bring more information about
the class. The degree of feature usefulness depends on
the degree of entropy reduction of the class [24] when
the corresponding feature is considered separately. The
information gain (IG) of the feature X and the class Y
is defined as:

IG(X,Y ) = H(X)−H(X|Y ) (1)

Entropy is a measure of the uncertainty associated with
a random variable. The information entropy H(X) of the
random variable X is defined as:

H(X) = −
∑
i

P (xi) ∗ log2 P (xi) (2)

Where xi represents a specific value of the random
variable X , and P (xi) represents the probability that the
variable X takes the value xi.

The maximum value of the information gain is 1,
and the higher the information gain value, the better the
feature is. Generally, when the optimal subset is selected,
the feature of the previous k information gain value is
selected. In the classification problem, the random variable
X represents the feature, and the random variable Y
usually represents the class label.

2) Gini index: Gini index is a method to measure the
ability of feature classification. Given the category C, the
Gini index of characteristic f is defined as:

GiniIndex(f) = 1−
C∑
i=1

[p(i|f)]2 (3)

For binary classification, the maximum Gini index is
0.5. The smaller the Gini index is, the better the feature
is. Generally, when selecting the optimal subset, the top k
features with the highest Gini indices are selected.

B. Wrapper feature selection algorithm CFGVM

The main idea of CFGVM is as follow: general vector
machine (GVM) [25, 26, 27] is improved by binary ant
lion optimizer (BALO) [28] to assign different weights to
different class to proposed CGVM algorithm, then BALO
is used as feature selection to choose the optimal features.

C. Proposed algorithm

The advantages of Filter algorithm are fast, scalable and
independent of the classification algorithm. The disadvan-
tage is that the classification accuracy may not be very
high [29]. The advantage of Wrapper algorithm is that
the search process of feature subset and the process of
model selection are interactive, and the dependency of
feature is taken into account [30]. But its disadvantage
is that it has high computational cost when construct-
ing classifier. Because the Filter and Wrapper algorithm
has their own advantages and disadvantages, we propose
a hybrid Filter-Wrapper algorithm for high-dimensional
small samples, which can eliminate most of the redundant
and irrelevant features through filter algorithm, reduce
the number of feature subsets on a large scale, and then
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select the optimal feature subset through Wrapper algo-
rithm to further improve the classification performance. In
the Filter algorithm, we use the hybrid filter algorithm,
mainly by combining the first n features of different filter
algorithms to select better features. Wrapper algorithm
chooses the algorithm CFGVM. The algorithm of UIG-
CFGVM is: firstly, the top n features with the highest
information gain indices and the top n features with the
highest Gini indices selected by Filter, then the top n
features of the two methods are combined to get the UIG
algorithm, Furthermore, BALO algorithm improves GVM
algorithm to select the optimal cost weights, and then
BALO algorithm chooses the optimal features. The value
of n is obtained by the experiment. The top m features
are the union of the top n features obtained by the Info
and the top n features obtained by the Gini.The proposed
hybrid Filter-Wrapper algorithm 1 is as follows:

Algorithm 1 Hybrid Filter-Wrapper algorithm
input: n Number of features selected by a single Filter

method; m Number of features of the data subset
output: featuresub Optimal feature subset

1: Sort all features by the Info, select the top n features
2: Sort all features using the Gini method, select the top
n features

3: The top m features are the union of the top n features
obtained by the Info and the top n features obtained
by the Gini

4: Select a subset of data based on the top m features
5: Execute Wrapper algorithm on data subset, the

CFGVM is used as Wrapper algorithm
6: Get the best feature subset featuresub

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Datasets and experimental environment

To validate the performance of the proposed algorithm,
seven biomedical high-dimensional imbalanced small sam-
ple datasets are used in the experiments performed.
ALLAML, GLI 85 and Leukemia from the scikit-
feature selection repository database [31], DCBCL from
the Gene Expression Model Selector database [32]. Leu,
MLL and SRBCT datasets from literature [33]. Apart
from SRBCT, other six datasets are two-class datasets.
There are four categories in SRBCT dataset which is con-
vered into two categories. The names of the four categories
are Burkitt’s lymphom, rhabdomyosarcoma, the Ewing
family of tumors and neuroblastoma. When converted to
binary classification, Burkitt lymphoma is considered as
one category and the other three categories as another.
Table I shows the detailed information of the datasets. The
final result is the average results of 20 times.

B. Evaluation metric and function

To compare the performance of different algorithms,
we use the following evaluation indicators: Accuracy,
True positive rate (TPR), False positive rate (FPR),
Area Under Curve (AUC), F -measure and G-mean,
fn. fn represents the number of the selected feature. The
corresponding formulas are as follows:

Accuracy =
TP + TN

TP + FP + TN + FN
(4)

TPR =
TP

TP + FN
(5)

FPR =
FP

TN + FP
(6)

Precision =
TP

TP + FP
(7)

Recall = TPR =
TP

TP + FN
(8)

F-measure =
2 ∗ Recall ∗ Precision

Recall + Precision
(9)

G-mean =

√
TP

TP + TN
∗ TN

TN + FP
(10)

Where True positive (TP ) and True negative (TN )
represent the number of majority and minority class
samples correctly classied, respectively. False positive
(FP ) and False negative (FN ) represent the number of
majority and minority class samples mistakenly clssified,
respectively. TPR is the value of predicted minority class
classified corretly. FPR is the value of predicted majority
class mistakenly classified as minority class. F -measure
is weighted harmonic mean of Precision and Recall.
Accuracy is the ratio of the number of correctly predicted
samples to the number of all the predicted samples. G-
mean is a comprehensive indicator. AUC stands for the
area under the ROC curve. Higher value of Accuracy,
TPR , AUC, F -measure, indicate the better result, while
smaller value of FPR indicates the better result.

C. Comparision of NBG algorithm and its similar algo-
rithm

To better verify the performance of the proposed hybrid
algorithm, this paper mainly compares with similar algo-
rithms shown in table II. 20 features are selected after the
Info and Gini algorithms, while the UIG is used to carry
out the union operation by retaining 10 features with the
Info and 10 features with the Gini. The complete dataset
is split as: 80% of the data set is used for training and
20% for testing by random stratified sampling. In the Info-
CFGVM, Gini-CFGVM and UIG-CFGVM, the scale of
BALO is set to 15, and the number of iterations is set to
15. Because the number of features is an integer, we take
the number of features fn as an upward integer when they
are used to count the number of features.

Table III shows the experimental results of various
comparison algorithms. The best results for each indicator
are expressed in bold black. Specific analysis as follows:

(1) Consider the results of different algorithms under
the same Filter algorithm. When the Filter is Info, Info-
CFGVM relative to the Info-GVM in seven data sets
in terms of Accuracy, TPR, FPR, AUC, G-mean,
F -measure results are better. when the Filter is Gini,
Gini-CFGVM relative to Gini-GVM in seven data sets
on five classification indexes are better. When the UIG
is used by Filter, the UIG-CFGVM and UIG-GVM on
DCBCL, GLI 85, Leu with respect to Accuracy, TPR,
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TABLE I
DATA DESCRIPTIONS USED IN THE EXPERIMENT

Name Number of fea-
tures

Sample size Minority Sample
size

Majority Sample
size

Imbalance
rate(IR)

Source

ALLAML 7129 72 25 47 1.88 ASU
DLBCL 5469 77 19 58 3.052 GEMS
GIL 85 22283 85 26 59 2.269 ASU
Leu 3571 72 25 47 1.88 NCBI
Leukemia 7070 72 25 47 1.88 ASU
MLL 5848 72 20 52 2.6 NCBI
SRBCT 2308 83 11 72 6.545 NCBI

TABLE II
DESCRIPTION OF CONTRAST ALGORITHMS

Algorithm Detailed description

Info-GVM Info is used as filter algorithm, GVM is used as classification algorithm

Gini-GVM Gini is used as filter algorithm, GVM is used as classification algorithm

UIG-GVM UIG is used as filter algorithm, GVM is used as classification algorithm

Info-CFGVM Info is used as filter algorithm, then CFGVM is used as wrapper algorithm

Gini-CFGVM Gini is used as filter algorithm, then CFGVM is used as wrapper algorithm

UIG-CFGVM UIG is used as filter algorithm, then CFGVM is used as wrapper algorithm

TABLE III
EXPERIMENTAL RESULTS OF UIG-CFGVM AND OTHER SIMILAR ALGORITHMS ON THE TESTING DATASET

Dataset Method Accuracy TPR FPR AUC G-mean F-measure fn

ALLAML Info-GVM 0.9333 1 0.1 0.95 0.9487 0.9091 20
Gini-GVM 0.7333 0.8 0.3 0.75 0.7483 0.6667 20
UIG-GVM 1 1 0 1 1 1 20
Info-CFGVM 1 1 0 1 1 1 12
Gini-CFGVM 0.8 1 0.3 0.85 0.8367 0.7692 6
UIG-CFGVM 1 1 0 1 1 1 6

DCBCL Info-GVM 0.875 0.5 0 0.75 0.7071 0.6667 20
Gini-GVM 0.875 0.5 0 0.75 0.7071 0.6667 20
UIG-GVM 0.9375 0.75 0 0.875 0.866 0.8571 20
Info-CFGVM 1 1 0 1 1 1 12
Gini-CFGVM 0.875 0.75 0.0833 0.8333 0.8292 0.75 12
UIG-CFGVM 1 1 0 1 1 1 11

GLI 85 Info-GVM 0.8889 1 0.1667 0.9167 0.9129 0.8571 202
Gini-GVM 0.7778 0.3333 0 0.6667 0.5774 0.5 20
UIG-GVM 0.9444 1 0.0833 0.9583 0.9574 0.9231 20
Info-CFGVM 1 1 0 1 1 1 9
Gini-CFGVM 0.7778 1 0.3333 0.8333 0.8165 0.75 14
UIG-CFGVM 1 1 0 1 1 1 7

Leu Info-GVM 0.9333 0.8 0 0.9 0.8944 0.8889 20
Gini-GVM 0.5333 0.6 0.5 0.55 0.5477 0.4615 20
UIG-GVM 0.9333 0.8 0 0.9 0.8944 0.8889 20
Info-CFGVM 1 1 0 1 1 1 9
Gini-CFGVM 0.8 0.8 0.2 0.8 0.8 0.7273 8
UIG-CFGVM 1 1 0 1 1 1 8

Leukemia Info-GVM 0.9333 1 0.1 0.95 0.9487 0.9091 20
Gini-GVM 0.6667 0.8 0.4 0.7 0.6928 0.6154 20
UIG-GVM 1 1 0 1 1 1 20
Info-CFGVM 1 1 0 1 1 1 12
Gini-CFGVM 0.8 1 0.3 0.85 0.8367 0.7692 12
UIG-CFGVM 1 1 0 1 1 1 9

MLL Info-GVM 0.6667 1 0.4545 0.7727 0.7385 0.6154 20
Gini-GVM 0.7333 0 0 0.5 0 0 20
UIG-GVM 1 1 0 1 1 1 20
Info-CFGVM 1 1 0 1 1 1 11
Gini-CFGVM 0.5333 1 0.6364 0.6818 0.603 0.5333 11
UIG-CFGVM 1 1 0 1 1 1 7

SRBCT Info-GVM 0.9444 0.6667 0 0.8333 0.8165 0.8 20
Gini-GVM 0.7222 0.6667 0.2667 0.7 0.6992 0.444 20
UIG-GVM 1 1 0 1 1 1 20
Info-CFGVM 1 1 0 1 1 1 7
Gini-CFGVM 0.9444 0.6667 0 0.8333 0.8165 0.8 12
UIG-CFGVM 1 1 0 1 1 1 6
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FPR, AUC, G-mean and F -measure have good results,
although from the Accuracy, TPR, FPR, AUC,G-
mean values in dataset ALLAML, Leukemia, MLL,
SRBCT are all 1, 1, 0, 1, 1, but the UIG-CFGVM
needs fewer features than UIG-GVM, so its performance is
better. This shows that CFGVM algorithm are better than
single classification algorithm GVM in high-dimensional
imbalanced small sample classification problem. It also
shows that the performance of the proposed algorithm in
this paper is the best in all algorithms. They can not only
get the highest classification index, but also get the least
number of features.

(2) Consider the results of different algorithms under
the same Wrapper algorithm. In the case that the Wrapper
algorithm is the same algorithm, using different Filter
algorithm Info, Gini, UIG, the experimental results show
that when the Filter is UIG , the classification performance
is better than using the Filter is Info, Gini on 7 datasets.
That is to say, UIG-GVM outperforms Info-GVM and
Gini-GVM in terms of Accuracy, TPR, FPR, AUC,
G-mean and F -measure on seven datasets. The imbal-
anced classfication performance of UIG-CFGVM is better
than Info-CFGVM, Gini-CFGVM on Accuracy, TPR,
FPR, AUC, G-mean and F -measure metrics on seven
datasets. This shows that UIG combined with Wrapper
algorithm has better classification performance than Info,
Gini algorithm combined with Wrapper algorithm.

V. CONCLUSION

For the high-dimensional imbalanced small sample clas-
sification problem, due to the small number of high-
dimensional samples and the imbalance of data, it brings
great difficulty to the classification task and it takes a long
time to complete the training of the model. In order to
overcome these problems, data preprocessing is an effec-
tive algorithm. As an important preprocessing technology,
feature selection can not only delete redundant features to
improve classification performance, but also help identify
key features related to classification problems. Because
each feature selection algorithm has its own advantages
and disadvantages, the performance of filter feature selec-
tion and Wrapper feature selection can be further improved
by combining the advantages of filter feature selection
and Wrapper feature selection. Based on this, this pa-
per proposes two hybrid Filter-Wrapper algorithms UIG-
CFGVM. The proposed algorithm first solve the high-
dimensional problem by the Filter method, and then solve
the imbalance problem and the over-fitting problem of
the small sample through the Wrapper algorithm. The
proposed algorithm is validated by experiments on seven
different genetic data sets. The experimental results show
that the proposed algorithm can improve the classification
performance of high-dimensional imbalanced small sam-
ple classification problems. Compared with other seven
similar algorithms, the proposed algorithm has better clas-
sification performance and requires fewer features.
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[30] Yvan Saeys, Iñaki Inza, and Pedro Larrañaga. A
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