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Abstract—Recently, deep learning has a significant breakthrough in face recognition research. Using the state-of-art convolutional neural network (CNN) model is continually improving the accuracy of recognition. However, it is difficult that the large CNN models deploy on mobile phones or embedded devices with limited computation resources and memory. At the same time, these face recognition networks show low performance in the complex environment, such as noise, shadow, illumination and so on. To address these problems, we propose a lightweight and robust face recognition network (LD-MobileFaceNet) to improve the traditional MobileFaceNet in noisy environment. In this paper, an efficient and flexible denoising block is proposed, which is an independent module to apply in MobileFaceNet. The proposed denoising block uses non-local means algorithm to denoise features that are extracted by convolutional layers. With the residual connection and the 1x1 convolution, it can remain more information and be combined with any layers in MobileFaceNet. Furthermore, we set fewer bottleneck layers, replace PReLU with swish non-linearity to compensate for the loss accuracy. The experimental results demonstrate that LD-MobileFaceNet with swish is 21.35% more accurate on noisy LFW dataset while reducing parameters by 25% compared to MobileFaceNet.

I. INTRODUCTION

Face recognition is becoming one of the most popular subject in the study of computer vision. Nowadays, face recognition has been extensively used in face sign-in, mobile payment, authentication and such fields widely. These application scenarios usually require high precision. However, due to the effect of occlusions, illumination, noises and so on, face recognition is still a challenging problem.

Based on the convolutional neural network (CNN) in face recognition, many high-performance methods [1][2][3] have been proposed, like DeepFace [1] achieving the state-of-the-art accuracy on the famous LFW [4] benchmark in 2014. Compared with the classic image classification tasks, faces are remarkably similar and demand to design an appropriate loss functions that enhance discriminative power. Triplet loss [3] is introduced into face recognition that considers the relative difference of the distances between the matching pairs and non-matching pairs. The triplet loss leads to data explosion and increases training times for large-scale datasets. Angular Margin Loss (ArcFace loss) [5] utilizes the arc-cosine function and adds an additive angular margin, which get the target logit to achieve the exact correspondence between the angle and the arc in normalized hypersphere. These researches obtain highly discriminative features for face recognition. But it exists a serious problem that deep neural network has a large number of parameters and layers, which may consume huge memory. ArcFace (LResNet100E-IR) [5] network has 250MB of model size. Considering that mobile applications and embedded systems use face recognition technology with limited computing resources and memory, large network model is inapplicable. Recently, a popular line of research is to design lightweight model, for example, MobileNetV1 [6], ShuffleNet [7], and MobileNetV2 [8], in order to apply to engineering and industrial applications. The MoileNetV2 [8] model, which is based on depthwise separable convolutions, inverted residuals and linear bottlenecks to achieve an efficient and thinner model. MobileFaceNet [9] uses ArcFace loss [5] and improves MobileNetV2 algorithm, making its speed increase by more than two times. At the same time, it achieves 99.55% accuracy on LFW dataset.

However, real-time face recognition often meets some complex background such as noise, shadow and insufficient contrast. Such condition has affected the application of the network model in practice. To apply model more widely in our life, it is inevitable to improve the robustness of the algorithm in the changing environment. In this paper, we mainly focus on the effect of noise. In general, the common method is adding a denoising network or remove the images noise in image pre-processing stage. In [10], the denoising network is trained end-to-end by CNN to output clear images, which increase a large number of parameters, causing the whole model structure more complicated. But the latter is not suitable for real-time face recognition when used in pre-processing. Recently, some models based on self-attention neural network [11], non-local neural network [12] and feature denoising networks [13] achieve great denoising effects for feature denoising.

Motivated by these methods, this paper focuses on face recognition that proposes a lightweight and robust network, which is called LD-MobileFaceNet. The model can effectively avoid noise environment interference to face recognition. The denoising block is applied to denoise features. It is a simple, efficient and independent module for convolutional network, which can be combined with all kind of network structures. We adopt the traditional non-local mean operation [14] in denoising operation. The denoising block improves the performance of MobileFaceNet that achieves better recognition accuracy on noisy condition. By removing the part of bottlenecks, we make the model thinner. The experiments demonstrate
that LD-MobileFaceNet achieves the great robustness to the datasets with noise. At the same time, we replace PReLU with swish nonlinearity to compensate for the loss accuracy. LD-MobileFaceNet with swish achieves a good rate of recognition with different noise levels.

In summary, we make the following contributions: (1) The denoising block is designed in face recognition network. It can deal with complex noise situations. (2) Based on the denoising work, we further simplify the model, which reduce 25% parameters and has little influence on the recognition accuracy. Above all, our proposed method has a good robustness for fairly intensive noise.

The rest of this paper is organized as follows. Section II proposes our method in detail. In Section III, we describe experimental results, and compare with the relevant research results for evaluating our method. In the end, conclusions and future work are shown in Section IV.

II. PROPOSED SCHEME

In this section, overview of the proposed network structure is introduced firstly. And then the denoising block is presented in detail. The lightweight and robust operations are applied in MobileFaceNet. Finally, the loss function is described.

A. Network Structure

Here we propose a method to improve the robustness and efficiency of neural network on face recognition. We apply the denoising block to remove the noise for feature maps that extracted by neural network. Meanwhile, the size of the model is further reduced by using fewer layers. The structure of the proposed model is illustrated in Fig. 1. Our approach achieves the following four objectives:

Simplicity: The denoising blocks use classic non-local means operation, then combine residual connection [15] to retain more information of feature maps.

Universality: The denoising block is a flexible building block, which can be easily deploy in various layers of face recognition network.

Efficiency: Our approach is lightweight which can adapt to mobile devices and industrial production.

Robustness: With various noise levels, our model uses the denoising block that shows the fine accuracy.

Fig. 1 illustrates the architecture of LD-MobileFaceNet with swish. Tab. I is shown the detailed structure of our primary parameter settings. As discussed in the previous section, the denoising block is a fixed building block that can be used in any layers. In order to retain better and stable performance, we add it to denoise the feature maps after the first convolutional layer. We input noisy images, then extract feature maps by the denoising block. The global depthwise convolutions [9] is utilized to reduce computing cost and parameters. We use the residual bottlenecks [8], which are proposed in MobileNetV2. In bottlenecks, the swish [16] is used as a nonlinear activate function. We get the output features by a linear global depthwise convolutions and a linear 1×1 convolution. Batch normalization [17] is also applied to accelerate convergence and prevent overfitting.

B. Denoising Block

The non-local means algorithm [14] considers all position in space. We define a denoising operation that can be written as:

\[
y_i = \frac{1}{C(\hat{x})} \sum_{j \in S} w(x_i, \hat{x}_j) v(\hat{z}_j)
\]  

(1)

where \(i\) is the index of the output location, and the index of all possible locations is represented as \(j\). \(x\) is input image and computed to get denoising feature map \(y\) in denoising block. A subsampled operation of \(x\) is characterized as \(\hat{x}\) by max-pooling. \(C(\hat{x})\) is a normalization operation and \(S\) includes all spatial locations. \(w(x)\) is a Gaussian function. \(v(\hat{z}_j)\), a unary function, is the multiplication of \(\hat{z}_j\) with the weight matrix. Equation (1) combines the Euclidean distance and weighted
TABLE I

<table>
<thead>
<tr>
<th>input</th>
<th>Operator</th>
<th>MobileFaceNet</th>
<th>LD-MobileFaceNet (swish)</th>
</tr>
</thead>
<tbody>
<tr>
<td>112x96x3</td>
<td>conv 3x3</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>56x48x64</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>56x48x64</td>
<td>DeepWise 3x3</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>56x48x64</td>
<td>bottleneck</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>28x24x64</td>
<td>bottleneck</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>14x12x128</td>
<td>bottleneck</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>7x6x128</td>
<td>conv 1x1</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>7x6x512</td>
<td>GDCov 7x6</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>1x1x512</td>
<td>conv 1x1</td>
<td>128</td>
<td>128</td>
</tr>
</tbody>
</table>

The swish uses the sigmoid, utilizes self-gating and only requires a simple scalar input. Swish is a smooth and non-monotonic function that shows better performance than ReLU.

After bottleneck, we use a linear global depthwise convolution and a linear 1x1 convolution to output features. For the loss of face recognition, we compare four relatively good loss functions which are Arcface loss [5], CosFace [18], SphereFace [19] and Softmax loss [20]. Due to the better recognition accuracy, the Arcface loss is applied to achieve highly discriminative features.

D. Loss Function

In this paper, we use the ArcFace loss, which is the state-of-the-art and computational overhead is negligible. The ArcFace loss is:

$$L_1 = \frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{c \cdot \cos(\theta_i + t)}}{e^{c \cdot \cos(\theta_i + t)} + \sum_{j=1;j \neq i}^{N} e^{c \cdot \cos \theta_j}}$$

where $\theta_j$ is the j-th column of the angle between the current weight and target feature. The $\gamma_i$-th is class belonging to $\gamma_i$, $N$ is batch size and $t$ denotes an additive angular margin penalty to enhance the intra-class compactness and inter-class discrepancy. All face features extracted by neural network are distributed on a space with a radius $s$. The loss function can effectively reinforce the discriminative power for face recognition network.

III. EXPERIMENTS

In this section, we describe the datasets and training details. Based on various comparative analysis of experimental results, we demonstrate the validity and effectiveness of the proposed method. We mainly train model on the CASIA-Webface [21] dataset. For face verification, the LPW [4] dataset is applied. Because our model mainly faces with the special noisy condition, the dataset that is processed to increase noise in the experiment. Data processing is described in detail in part A.
TABLE II

<table>
<thead>
<tr>
<th>model</th>
<th>non-noise</th>
<th>σ=15</th>
<th>σ=25</th>
<th>σ=35</th>
<th>σ=50</th>
<th>Model size</th>
</tr>
</thead>
<tbody>
<tr>
<td>CosFace [18]</td>
<td>99.25%</td>
<td>98.52%</td>
<td>97.10%</td>
<td>93.55%</td>
<td>85.05%</td>
<td>86.4MB</td>
</tr>
<tr>
<td>ArcFace (128×128) [5]</td>
<td>99.33%</td>
<td>98.60%</td>
<td>97.17%</td>
<td>91.98%</td>
<td>72.48%</td>
<td>97.8MB</td>
</tr>
<tr>
<td>MobileFaceNet (baseline) [9]</td>
<td>99.18%</td>
<td>98.38%</td>
<td>95.08%</td>
<td>88.28%</td>
<td>74.25%</td>
<td>4.0MB</td>
</tr>
<tr>
<td>L-MobileFaceNet</td>
<td>98.88%</td>
<td>98.00%</td>
<td>94.63%</td>
<td>87.28%</td>
<td>70.35%</td>
<td>4.0MB</td>
</tr>
<tr>
<td>D-MobileFaceNet</td>
<td>97.88%</td>
<td>98.50%</td>
<td>98.65%</td>
<td>97.92%</td>
<td>96.17%</td>
<td>4.0MB</td>
</tr>
<tr>
<td>LD-MobileFaceNet</td>
<td>97.02%</td>
<td>97.92%</td>
<td>98.18%</td>
<td>97.63%</td>
<td>95.32%</td>
<td>3.0MB</td>
</tr>
<tr>
<td>LD-MobileFaceNet (swish)</td>
<td>96.45%</td>
<td>98.37%</td>
<td>98.58%</td>
<td>97.70%</td>
<td>95.60%</td>
<td>3.0MB</td>
</tr>
</tbody>
</table>

TABLE III

These models are based on MobileFaceNet. Model A uses the denoising block after the first convolutional layer (D-MobileFaceNet). Model B applies it behind the depthwise separable convolution. We use two denoising blocks combining A and B on model C.

<table>
<thead>
<tr>
<th>model</th>
<th>non-noise</th>
<th>σ=15</th>
<th>σ=25</th>
<th>σ=35</th>
<th>σ=50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A</td>
<td>97.88%</td>
<td>98.50%</td>
<td>98.65%</td>
<td>97.92%</td>
<td>96.17%</td>
</tr>
<tr>
<td>Model B</td>
<td>98.17%</td>
<td>98.33%</td>
<td>98.57%</td>
<td>98.82%</td>
<td>95.55%</td>
</tr>
<tr>
<td>Model C</td>
<td>98.50%</td>
<td>98.02%</td>
<td>98.43%</td>
<td>97.78%</td>
<td>95.40%</td>
</tr>
</tbody>
</table>

Fig. 3. Performance contrast of MobileFaceNet and LD-MobileFaceNet with swish on LFW. We use 112×112 and 112×96 as the size of input image. The noise level σ sets to 15, 25, 35, 50 (0 denote the original images.)

A. Dataset Generation

To train the denoising model, we need to prepare a training dataset with noisy. We add the noise of additive white Gaussian noise (AWGN) [22] of noise level σ=25 to training dataset. Real-world noise can be approximated a local AWGN. Similarly, test dataset uses AWGN of noise level σ. Specifically, for a clean image X, we use the Gaussian function to generate the quantized noisy Y with noise level σ, σ is a standard deviation of Gaussian function that can set different noise levels.

We use CASIA-WebFace in order to conduct fair comparison with other methods. LFW [4], an efficient face verification dataset, consists of 13,323 web photos of 5,749 celebrities which are divided into 6,000 face pairs in 10 splits. Our results show the average accuracy about the 10 splits. Then, we use MTCNN [23] to detect faces, generate the normalized face crops and align images size 112×96 by utilizing five facial points. At the same time, we also generate size 112×112 to pursue ultimate performance (see Fig. 3 for comparison).

Fig. 4. Loss function performance comparison of ArcFace, CosFace, Softmax, SphereFace. The model is used in LD-MobileFaceNet with swish (112×96).

B. Training Settings

We use MobileFaceNet as our baseline model. The loss function is ArcFace loss to obtain better accuracy. We add the denoising block after the first convolutional layer. The original learning rate is set as 0.1 and learning rate decay rate of 0.1 every 20 epoches. For optimizer, we use the standard SGD with momentum 0.9 and add batch normalization after every layer. The batch size is 256 and the training is finished at 70 iterations.

C. Results

To evaluate the performance of our denoising block, we test the model on noisy LFW with the noise level σ = 0, 15, 25, 35, 50. We also test the CosFace [18] and ArcFace [5]. As is shown in Tab. II, MobileFaceNet as baseline model. We add the denoising block on MobileFaceNet, which named as D-MobileFaceNet. The comparison between MobileFaceNet and D-MobileFaceNet shows the effectiveness of denoising block. L-MobileFaceNet uses 10 bottlenecks layers for achieving a thinner model. LD-MobileFaceNet does the same work as L-MobileFaceNet on the basis of D-MobileFaceNet. LD-MobileFaceNet with swish is our main model, as shown in Fig. 1. On the basis of LD-MobileFaceNet, the swish is used instead of PReLU to prove that can improve recognition accuracy.

In Tab. III, we demonstrate that the denoising block in different locations and amounts has a slight effect on performance. However, the computing cost and parameters of the
model will increase with the number of denoising blocks. The performance is better when adding a denoising block in a forward position. We also use input images $112 \times 112$ during training for the performance comparison, the result is compared in Fig. 3. Obviously, the line chart indicates that LD-MobileFaceNet with swish has good performance of accuracy and stability, and is immune for noise.

In order to conduct fair comparison with other method, we use ArcFace loss as the loss function of our model. At the same time, we also apply others loss function to test LD-MobileFaceNet with swish. The result reported in this paper is that the ArcFace loss perform better than others, as shown in Fig. 4.

While the denoising operation can suppress noise, they can also impact original signal. The Tab. II shows that our model has a slight decrease in accuracy compared with the noise free condition. However, in noisy case, the D-MobileFaceNet achieves the best recognition performance. In general, LD-MobileFaceNet with swish not only achieves the lightweight face recognition network, but also ensures the accuracy of recognition. We intuitively compare the model performance of adding denoising blocks in Fig. 5.

IV. CONCLUSIONS

In this paper, we propose a denoising block, which remove noises of feature maps for face recognition network. The denoising block is flexible and efficient that can apply in any layers. Experimental results demonstrate that LD-MobileFaceNet with swish shows the better robust in noisy condition and obviously exceed MobileFaceNet. It is lightweight and robust, which can appropriate use in resource-limited devices such as smart-phones and small embedded systems. The proposed method presents a great improvement in face recognition, can be applied in other vision domains as well. Illumination problem is also the most significant difficulty in the development of face recognition technology. In future, we will consider add illumination correction block to improve the performance of network.
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