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Abstract— Convolutional Neural Networks (CNNs) have been 
successfully used in various image classification tasks and gradu-
ally become one of the most powerful machine learning ap-
proaches.  To improve the capability of model generalization and 
performance on small-sample image classification, a new trend is 
to learn discriminative features via CNNs.  The idea of this paper 
is to decrease the confusion between categories to extract discrim-
inative features and enlarge inter-class variance, especially for 
classes which have indistinguishable features.  In this paper, we 
propose a loss function termed as Dynamic Attention Loss (DAL), 
which introduces confusion rate-weighted soft label (target) as the 
controller of similarity measurement between categories, dynam-
ically giving corresponding attention to samples especially for 
those classified wrongly during the training process.  Experi-
mental results demonstrate that compared with Cross-Entropy 
Loss and Focal Loss, the proposed DAL achieved a better perfor-
mance on the LabelMe dataset and the Caltech101 dataset.  

I. INTRODUCTION 

The tremendous progressing of deep learning brings Convo-
lutional Neural Networks (CNNs) a widely using in computer 
vision fields [1][2], such as data mining [3], face recognition 
[4], image classification [5][6], video tracking [7], target de-
tection [8][9][10], and so on.  However, for image classifica-
tion tasks, there still exist many challenges when dealing with 
small-sample datasets, the most important cause of this is the 
large variance intra-class and inter-class, and this leads to the 
categories’ confusion problem, influence the accuracy of the 
classification results.  Therefore, how to obtain the discrimi-
native features between categories and decrease the variance of 
intra-class and inter-class, is a key to increase the accuracy of 
small-sample classification tasks. 

Many methods such as data augmentation, adjusting opti-
mizer, networks ensemble, are trying to decrease the confusion 
between categories, and loss function is an effective way to 
solve this problem.  

Softmax cross-entropy loss is the most popular used loss 
function in CNNs, which combines softmax and Cross- En-
tropy (CE) loss.  Many studies are proposed by modifying CE 
loss, such as focal loss [11], center loss [12], dual-cross entropy 
Loss [13], triplet loss [14], large-margin softmax loss [15], an-
gular softmax loss [16], and large-margin regularized softmax 
cross-entropy loss [17], etc.  Focal loss [11] reshapes the CE 
loss by using two regularization term to balance the imbalanced 
classes and down-weight easy classified examples to focusing 

on hard negatives.  Center loss [12] learns a discriminative 
center from deep features for each class, and minimizes the 
quadratic sum of distance between the center and its intra-class 
samples to make them more compactable.  Dual cross-en-
tropy loss proposed a new loss which adds a regularization term 
to CE loss, and use the regularization term to constraint on the 
probability of a data point which is assigned to the class except 
its ground-truth[13].  

Triplet loss [14], using a three tuple which is consists of an 
anchor , its intra-class sample  and its inter-class sample 

, targeting at decreasing the distance between similar cate-
gories and enlarging the distance between different categories, 
it improves the accuracy but with the price of huge time costing.  
Large-margin Loss (L-softmax) [15] uses an integer variable 

 multiplied by the margin angle value between samples, to 
make the training more difficult and the classification margin 
more larger, and make the learning of objective be harder.  
Angular softmax loss [16] adds limitative terms on L-softmax, 
which constraints weights and bias as a fixed value, making the 
prediction only depends on the angle between weights and fea-
ture vector.  Large-margin regularized softmax cross-entropy 
loss [17] adds a quadratic regularization term to CE loss, en-
large the decision boundary of classes, and the regularization 
term makes loss function to be easily optimized.  All of these 
loss functions mentioned above alleviate the confusion prob-
lem of small-sample classification tasks from different aspects. 

In this paper, we find that the CE loss only places attention 
to the samples which assigned to their true categories, but place 
no attention to the samples misclassified, and this leads to that 
CE loss is deficient on discriminating samples, intuitively, if 
we can give more attention to those samples easily misclassi-
fied with others, the final performance will improve.  Follow-
ing this idea, we propose the Dynamic Attention Loss (DAL), 
which adds a dynamically updated rate-weighted term as a soft 
label on CE loss, putting more attention to correctly classified 
samples and misclassified samples, and decreases the confu-
sion between categories. 

The contributions of this paper are summarized as follows: 
(1) we proposed Dynamic Attention Loss which improves CE 
loss by giving dynamic attention to misclassified samples.  
The proposed loss can alleviate that CE loss only focus on cor-
rectly classified samples, and (2) the proposed loss function 
promotes the network to extract discriminative features by 
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decreasing the confusion between similar classes and increas-
ing the intra-class compacts and inter-class differences.  

The experimental results on the LabelMe dataset and the 
Caltech101 dataset demonstrate that comparing with CE loss 
and focal loss, the proposed loss has a better generalization 
ability, effectively improves the classification performance. 

II. DYNAMIC ATTENTION LOSS 

Before introducing DAL loss, we first retrospect the CE loss, 
which is expressed as equation (1).   

1 log( )
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Where  is the total number of samples in training data, 
one-hot vector  is the corresponding label of sample ,  
is the probability of . 

Based on CE loss, we proposed Dynamic Attention Loss 
(DAL) which is showing in Figure 1.  The proposed loss pays 
attention to the misclassified samples, and uses a soft label to 
control the confused categories.  The formal definition of 
DAL followed as (2) and (3):  
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where  is the confusion rate-weighted we calculate every 
epoch during the training process to control the confusion rate 
of classes, decimal  is an inhibiting factor to de-
crease the probability of misclassified categories, ,  and 

 are same as in equation (1).  About the selection value of 
, the reason is explained as follows: if we taking 

 and , when  , 
 will equal as , then , the 

computation of loss will be negative, for this reason we set 
.  

The proposed loss is a dynamic process in training, Algo-
rithm1 describes the training process of DAL.  After training 
started, we compute the confusion matrix between prediction 
labels  and corresponding probability , use it with the reg-
ulatory factor  to update soft labels  in every epoch, the 
labels  which computes loss are updated followed, then we 
use the updated  with  to calculate the loss. 
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Fig. 1. An overview of the proposed Dynamic Attention Loss (DAL). 
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III. EXPERIMENTAL RESULTS 

In this section, we select two small-sample datasets, the 
LabelMe dataset and the Caltech101 dataset, compare DAL 
with Focal Loss and Cross-Entropy loss, to evaluate the perfor-
mance.  The data and its preprocessing are introduced in the 
first part, the second part introduces the network structures, pa-
rameters setting and other experimental details. 

A. Data and data Preprocessing 
LabelMe dataset (LM): A subset from [18]. This dataset con-

tains 8 classes natural scene images respectively are coast, for-
est, highway, inside city, mountain, open country, street, and 
tall building.  The dataset contains 1600 images with the size 
of , and there are 200 images for each class, we av-
erage each class into training dataset and testing dataset for ex-
periments. 

Caltech101 dataset [19]: A dataset contains objects from 101 
categories, most of these pictures are about 300 200 pixels 
size, the amount of each category is different about 40 to 80, 
and the total number images of the dataset is 9146, we ran-
domly divided it into equal training dataset and testing dataset. 

We first use Python Imaging Library to resize the images 
into 256 256, and then use VGG16 network pre-trained on the 
ImageNet dataset to extra the features, the outcome of the pre-
trained network is the size of 512 8 8=32768 pixels. 

B. Implementation Datils of The Mentioned Methods 
To evaluate the performance of the proposed loss DAL, we 

select two loss functions for comparison: Cross-Entropy (CE) 
and Focal Loss (FL).  CE is the Cross-Entropy loss which we 
simply use as the loss function after two fully connected net-
works.  Focal loss is implemented with the two fully con-
nected networks, and we set the parameter gamma respectively 
as 5 and 15 for the LabelMe dataset and the Caltech101 dataset 
with no alpha.  For all experiments, we use Pytorch2 as the 
framework and choose python2 to be the language, and the pa-
rameters including initial learning rate, L2-norm, epoch, etc., 
are set to be the same in each experiment. 

A two-layer fully connected network is used to be the base 
internet of our implementation, which is consists of input lay-
ers, hidden layers, and output layers.  The number of hidden 
neurons is 32.  The first layer uses Rectified Linear Unit func-
tion (ReLU) as activation function, and Stochastic Gradient 
Descent (SGD) is the optimizer which has the initial learning 
rate as 0.001, the momentum is 0.9, the epoch number is 300. 

C. Classification Performances 
We run CE, FL, and DAL with the fully connected network 

mentioned above on the LabelMe dataset and the Caltech101 
dataset 60 times for each method, and the mean value, standard 
variance of classification results are shown in Table I, in par-
ticular, Table I shows that DAL obtains the mean accuracy of 
88.31% on the LabelMe dataset and 62.24% on the Caltech101 
dataset, the corresponding standard deviation are 0.60 and 1.77.  
The accuracy of DAL performs better than FL and CE loss, it 
shows that the proposed loss has a better performance on clas-
sification accuracy and network stability.  

To show more details of the experiments, in addition, we use 
the boxplot of all methods’ performances on two datasets.  
From figure 2, we can see that the boxplot of DAL is the most 
compact compared with CE, FL, and DAL also obtains the best 
medians both on the LabelMe dataset and the Caltech101 da-
taset, that indicates DAL has the most stability and accuracy 
among 3 methods. 

D. Accuracy for different  Values 
The parameter  is a key affection factor to accuracy results 

of the proposed loss.  Different values of  leads to different 
results of experiment.  To demonstrate this influence, we 
choose some representative values  to implemented with the 
proposed loss.  Since the results is very instability and unsat-
isfactory when , we set . Table II shows the 
experimental results of DAL with different value of  on the 
LM dataset.  The test accuracy increases with the increasing 
of  and reaches the peak at . then the accuracy de-
clines with the increasing of .  The maximum and minimum 
of accuracy almost unaffected by , and this leads to that the 
standard deviation of accuracy keeps in a relatively stable in-
terval.   

Figure 3 is the boxplot of Table II, for convenience, we only 
use integer as the values of .  We can see that the test accu-
racy got the highest value at  on the LabelMe dataset.  
We believe there exists other decimals  to have better behav-
iors on DAL waiting studiers to discover. 

TABLE I 
Comparation of classification performances of different methods on  

the LabelMe dataset and Caltech101 dataset. 
 

Dataset CE FL DAL 

LabelMe 
Mean. 0.8813 0.8597 0.8893 
Std. 0.704 0.989 0.595 

Caltech101 
Mean. 0.5935 0.6152 0.6224 
Std. 1.873 5.645 1.722 

 
 

Fig. 2. Boxplot of the testing accuracy on the LabelMe dataset and the 
Caltech101 dataset.  The red central marks denote median, the top and 
bottom edges of blue box denote the  and  percentiles, the 

blacklines outside the box denote the maximum and minimum, the red 
cross dots denote outliers. 
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E. The Influence of DAL for Confused Categories  
Since DAL uses the soft label dynamically decreases the 

confusion between classes, we randomly choose three epochs 
20,21,22 from the total number of 300 epochs in training, and 
compute confusion matrixes of the three consecutive epochs to 
show this ability. 

As we can see from Fig 4, the class open country is most 
easily confused with other classes.  The open country has a 
misclassified value of 0.09 on mountain in 20th epoch, the value 
turns into 0.07 in 21th epoch and declines to 0.02 in 22th epoch 
(the red squares), and the misclassification value on coast is 
0.33 in 20th epoch, and it turns down to 0. 20 and 0.17 in the 
next 21th and 22th epoch (the blue squares). The class inside city 
has a misclassification value of 0.07 on highway, in 20th epoch, 
it turns to 0.06 and 0.01 in 21th and 22th epoch (the black 
squares).  These changes on misclassification values manifest 
that DAL is able to decrease the confusion between categories 
and make network to extract discriminative features to mini-
mize the intra-class variance. 

IV. CONCLUSION 

In this paper, we proposed a new loss function named as Dy-
namic Attention Loss (DAL), the loss uses a dynamic soft label 
to give attention to misclassified data, decrease the confusion 
between classes, and makes the network to obtain the ability of 
discriminating features correctly. The results of experiments 
show the superiority of the proposed loss. 

The main reason why the proposed loss is effective is that 
the soft label paying dynamic attention to the confused catego-
ries. The large dataset like ImageNet or Cifar-10, also have the 
problem of categories are easily confused, and we can imple-
ment the dynamic process of DAL on large dataset to solve the 
problem.  Besides, the way we use to give weights on samples 
to control the confusion of similar categories provides a new 
idea for exploring loss function from another aspect, which 
brings enlightenment to the future improvements of loss func-
tion. 
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Fig. 4. The confusion matrix of DAL on the LabelMe dataset when epoch equals 20,21,22.  The X-axis represents the real class and  
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Fig. 3. Boxplot of the performance of DAL with different 
 implemented on the LabelMe dataset 

TABLE II    
The accuracy of DAL with different  on the test data of the LabelMe da-
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