CycleGAN-based speech enhancement for the unpaired training data
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Abstract—Speech enhancement is an important task of improving speech quality in noise scenario. Many speech enhancement methods have achieved remarkable success based on the paired data. However, for many tasks, the paired training data is not available. In this paper, we present a speech enhancement method for the unpaired data based on cycle-consistent generative adversarial network (CycleGAN) that can minimize the reconstruction loss as much as possible. The proposed model employs two discriminators and two generators to preserve speech components and reduce noise so that the network could map features better for the unseen noise. In this method, the generators are used to generate the enhanced speech, and two discriminators are employed to discriminate real inputs and the outputs of the generators. The experimental results showed that the proposed method effectively improved the performance compared to traditional deep neural network (DNN) and the recent GAN-based speech enhancement methods.

I. INTRODUCTION

Speech enhancement is used to improve speech quality and intelligibility of the degraded speech [1]. Speech enhancement covers a wide range of the applications, including teleconferencing, military eavesdropping, hearing aid devices and speech recognition devices. Moreover, it is a pre-processing module for the speech coding and recognition systems. Conventional single-channel speech enhancement methods, such as spectral subtraction [2], Wiener filtering [3], statistical model-based methods [4], and subspace algorithms [5, 6] often cause inaccurate spectral estimation of clean speech under non-stationarity noise environment. With the advance of the deep learning, deep neural network (DNN) has been applied in speech enhancement effectively. For example, the masking estimation method [7] was proposed based on the input features of noisy speech using a DNN. This method transformed the speech enhancement problem into a classification problem, in which the mapping function that is well trained could minimize the loss between the features of the enhanced speech and clean speech. In this case, the clean speech and the enhanced speech are paired for the training so that the supervised learning system is conducted. Generally, this kind of the paired data is impossible since the features and energy of noise varies with the time and scenario, that is, the varying noise could not match the speech signal. This unpaired data easily results in a mismatch of energy distribution of speech in frequency domain and makes the generalization skill of the DNN decreased.

The Generative Adversarial Networks (GANs) [8] have provided a possibility for the unpaired training data since it could generate the required output from the distribution of real data via adversarial training. At least, the GANs [9, 10] have provided better performance than the DNN in the paired data or supervised system. For example, Santiago Pascual et al. first applied GANs into the supervised speech enhancement based on the paired data [9]. Since obtaining the paired training data is a difficult and expensive task, the CycleGAN was considered for the unpaired training data in [11]. The basic idea of the CycleGAN is that the forward and backward mappings are simultaneously learned with the adversarial loss [12] and the cycle-consistency loss [13], where the cycle-consistency loss is used to constrain the parts of input information and the adversarial loss is used to identify the generated output or real input. These two losses are comprised of final cost function.

In this paper, we propose a new speech enhancement method that uses the CycleGAN to improve enhancement performance for the unpaired data. It is known that the CycleGAN has successful application in the fields of image processing. Due to the special structure of the CycleGAN, it’s possible for it to enhance noisy speech recorded by different devices in real life. Specifically, our proposed model contains two generators, namely G and F and two discriminators, namely D, and D. The function of generator G is to finish a mapping from x to y such that the outputs \( \hat{y} = G(x) \) while the generator F is used to finish a mapping from y to x. Thus, the G and F could keep an inverses relationship. Two discriminators are used to discriminate real inputs and the generated outputs. The single optimization of adversarial cost function often...
leads to the mode collapse, that is, all inputs have the same output and the optimization process cannot be performed, so the cycle consistency loss [13] is added to meet $F(G(x)) \approx x$ and $G(F(y)) \approx y$. In this case, the speech is well preserved while the noise is effectively reduced for the unseen data.

The rest of this paper is organized as follows. Brief introduction of the CycleGAN and the detailed description of the proposed method are presented in Section II. The experimental results compared to the reference methods are given in Section III. Finally, we draw a conclusion in Section IV.

II. PROPOSED METHOD

A. Cycle-consistency Adversarial Network

The GANs work well for the paired data. For the unpaired data, it has a problem, that is, the output $\hat{y} = G(x)$ of the generator $G$ cannot be distinguished from output domain of $y$ by an adversarial network. In principle, the cost function can make the output $y$ close to the input $x$ through optimizing $G$ [8]. Such mapping produced by $G$ cannot guarantee one-to-one relationship between input $x$ and output $y$. This often causes mode collapse of the networks. Based on this view, an inverse generator $F$ that maps output $y$ to input $x$ is considered for optimizing the cost function in this paper. Except for two mappings generated by $G$ and $F$, two adversarial discriminators $D_x$ and $D_y$ are used in this paper, where $D_x$ is used to distinguish $x$ and $F(y)$, $D_y$ is used to distinguish $y$ and $G(x)$.

In addition, the proposed method employs two cost functions, namely adversarial cost function and cycle consistency cost function, where the adversarial cost function can make the generated output similar to the input and the cycle consistency cost function can prevent $G$ and $F$ from contradiction each other. The training procedure is illustrated in Fig. 1. As shown in Fig. 1, the training process is divided into the forward cycle consistency represented by the solid line and the backward cycle consistency represented by the dashed line. The purpose of the forward cycle consistency is to bring each input from domain $x$ back to the output $\hat{x}$ after passing through the generator $G$ and the generator $F$. The backward is in the similar way. In addition, the cycle-consistency cost function is introduced between input $x$ (or $y$) and output $\hat{x}$ (or $\hat{y}$) to optimize two generators.

For the adversarial cost function, the discriminator $D_y$ is used to discriminate the estimated data $\hat{y}$ when the training data of domain $x$ passing through the generator $G$ is false and the training data of domain $y$ is true, we can describe data distribution of domain $x$ and $y$ as $x\sim p_{data}(x)$ and $y\sim p_{data}(y)$, respectively. The training is done through minimizing of adversarial loss between the generator $G(x)$ which learns a mapping from $x$ to $y$ and the discriminator $D_y(y)$. Thus, the adversarial cost function can be defined as follows according to [12]:

$$L_{GAN}(G, D_y, x, y) = E_{x \sim p_{data}(x)}[\log D_y(y)] + E_{y \sim p_{data}(y)}[\log(1 - D_y(G(x)))]$$  \hspace{1cm} (1)

where symbol $E_*(*)$ denotes the expectation about all the inputs of data domain $x$ or $y$. $D_y(y)$ represents the probability that $y$ came from the real data rather than generator’s distribution. This adversarial cost function implies that $G$ attempts to generate output $G(x)$ that are close to the value of domain $y$ and the discriminator $D_y$ aims to distinguish output $\hat{y}$ generated by $G$ and input $x$. $D_y(y)$ is the average prediction result that $y$ passes through the discriminator network. $G$ aims to minimize this cost function against the adversary $D_y$ that tries to maximize cost function, that is, the generator $G$ is obtained as follows:

$$G^* = \min_{G} \max_{D_y} L_{GAN}(G, D_y, x, y)$$  \hspace{1cm} (2)

Given generator $F$ and discriminator $D_x$, similar to (1), the second adversarial cost function $L_{GAN}(F, D_x, y, x)$ can be defined as well and the generator $F$ is obtained as follows:

$$F^* = \min_{F} \max_{D_x} L_{GAN}(F, D_x, y, x)$$  \hspace{1cm} (3)

The optimal adversarial cost function could make the outputs of the generators $G$ and $F$ have same distribution as the target domains of $y$ and $x$, respectively. However, due to the infinitely great of domains $y$ and $x$, the network may map an input value to a random value of target domain. In order to reduce dynamic range of the mapping operation, the best way is to make the mapping operation cyclically consistent. We use $F$ to translate $\hat{y}$ back to the domain $x$, and constrain $F(\hat{y} = G(x))$ to be close to the input $x$. The similar processing is for generator $G$. Thus, the cycle-consistent cost function can be defined as follows [13]:

$$L_{cycle}(G, F) = E_{x \sim p_{data}(x)}[\|F(G(x)) - x\|_1] + E_{y \sim p_{data}(y)}[\|G(F(y)) - y\|_1]$$  \hspace{1cm} (4)

where $\|\|$ means the L1 norm [14].

Combing three cost functions, the overall cost function can be defined as follows:
\[ L(G, F, D_x, D_y) = L_{GAN}(G, D_y, x, y) + \lambda L_{adv}(D_y) + \lambda L_{id}(G, F) \]

where constant \( \lambda \) is used to control relative importance of cycle-consistent cost function. Finally, the estimated two generators are solved as follows:

\[ G^*, F^* = \arg \min_{G, F} \max_{D_x, D_y} L(G, F, D_x, D_y) \]

The above CycleGAN can be implemented by training two auto-encoders that have special internal structure, that is, the input can be mapped to itself through intermediate presentation layer. This setup can also be seen as a special case of adversarial auto-encoder which uses the adversarial loss to train the bottleneck layer to match any target distribution.

### B. Modification of the CycleGAN structure

In order to apply the CycleGAN in the speech enhancement system under the unpaired training data, two generators \( G \) and \( F \) are combined with the modified DNN structure and the identity-mapping loss given in [15] is adopted in the CycleGAN.

**Modified-DNN:** Here, two generators both employ the modified-DNN structure in our method, in which the generator \( G \) transforms noisy speech into clean speech and the generator \( F \) transforms clean speech into noisy speech. Fig. 2 shows the architecture of the generator \( G \). In the Fig. 2, \( \bar{W}_{l} \) is the weights between two adjacent layers, \( L \) is the number of hidden layers. The original output layer, \( \bar{W}_{l} \) (\( l \in \{1, \cdots, L\} \)) is the output of the hidden layer. Given the input feature, namely logarithmic power spectrum (LPS) of noisy speech, the generator \( G \) could predict both speech power spectrum \( \hat{P}_s(f) \) and noise power spectrum \( \hat{P}_n(f) \). Thus, the Wiener filter can be embedded in the network to obtain magnitude spectrum \( S(f) \) of the enhanced speech, that is, \( S(f) = Y(f)H(f) \) where \( Y(f) \) is the magnitude spectrum of noisy speech and \( H(f) \) is the transfer function of Wiener filter.

**Identity-mapping loss:** The two generators are used to data generation from one domain to another. If we ask an input of a domain to pass through any generator, the output of generator should fall in the same domain. Thus, we can calculate the loss between input and output using the identity mapping that could preserve speech components without relying on extra modules. In addition, introducing additional identity-mapping loss encourages mapping to preserve a combination between the input \( x \) (or \( y \)) and output \( F(x) \) (or \( G(y) \)). When a sample of the target domain is provided as input, the identity loss function is defined as:

\[ L_{id}(G, F) = E_{y \sim p_{data}(y)}[\|G(y) - y\|] + E_{x \sim p_{data}(x)}[\|F(x) - x\|] \]

The effectiveness of (7) has been proven in [11].

---

**Fig. 2** The architecture of the generator \( G \).

Because of the instability of the training process and vanishing gradient problem, the least-squares approach [17] is used instead of the cross-entropy loss in (1). Thus, (1) is changed to the following form:

\[ L_{GAN}(G, D_y, X, Y) = \mathbb{E}[(D_y(y) - 1)^2] + \mathbb{E}[(D_y(G(x)) - 0)^2] \]

### C. The proposed speech enhancement system

A block diagram of the proposed speech enhancement system is illustrated in Fig. 3. The generators and discriminators are trained through adversarial way. In the training process, the goal of the generator is to generate real data to fool the discriminator, and the goal of the discriminator is to separate the generated data from the real data. In this way, the generator and the discriminator form a dynamic adversarial process. The proposed method contains two stages: training stage and enhancement stage.

In the training stage, for the forward cycle process, the LPS and magnitude spectrum of noisy speech are inputted into the generator \( G \) to estimate magnitude spectrum of clean speech. The LPS and magnitude spectrum of clean speech are inputted into the generator \( F \) to estimate magnitude spectrum of noisy speech. Two generators are optimized by comparing the cycle-consistency loss between the estimated magnitude spectrum of noisy speech and the original magnitude spectrum of noisy speech. For the backward cycle process, the estimated LPS and magnitude spectrum of clean speech are then used as the input of the generator \( F \) to obtain magnitude spectrum of the estimated noisy speech, this magnitude spectrum of the estimated noisy speech is inputted into the generator \( G \) again to obtain the magnitude spectrum of the estimated clean speech. Two generators are optimized again by comparing the cycle-consistency loss between the magnitude spectra of the estimated clean speech and original clean speech.
The discriminator $D_y$ is used to discriminate magnitude spectrum of clean speech and magnitude spectrum of the estimated clean speech generated by the generator $G$. The discriminator $D_x$ is used to discriminate real magnitude spectrum of noisy speech and the magnitude spectrum of the estimated noisy speech generated by the generator $F$.

In the enhancement stage, the magnitude spectrum and LPS of noisy speech are used as the input of the well-trained CycleGAN to produce enhanced magnitude spectrum of noisy speech. Combined with noisy speech phase [18] and an inverse short time Fourier transform (ISTFT), the enhanced speech is obtained.

### III. EXPERIMENTS

#### A. Datasets used for experiments

The proposed framework is evaluated on the TIMIT [19] corpus. In the experiment, the noisy speech and the clean speech are trained without paired, that is, they are not the paired one-one. We chose a quarter of the 4620 sentences from different speakers as the clean speech of the training set. The 102 noise types including 100 kinds of environmental noise, F16 and Babble noise are used as the noise of the training set. In addition, the other three-quarters of the 4620 sentences of clean speech and 102 noises are artificially mixed at four different signal-to-noise ratio (SNR) levels from -5 to 10dB spaced by 5dB, and then an 8-hour noisy training set is built. All signals are down sampled to 8 kHz.

The test set contains around 200 sentences from the TIMIT [19] test set. The noisy speech has 4 types of noises in which the two noises (Office, Babble) are in the training set and others two noises (Street, Factory) are outside the training set with 4 different SNR ranging from -5 to 10 dB by step of 5dB. The length of the testing set is about 10 minutes.

#### B. Experimental Setups

The LPS of noisy speech and the magnitude spectrum of noisy speech are extracted on a 32ms hamming widow with a half window overlap. The extracted LPS are normalized to have zero mean and unit variance. The modified-DNN model with 3 hidden layers including 2048 neurons are used for two generators. The feedforward multilayer perceptions (MLPs) is used for two discriminators to directly maps noisy speech LPS into magnitude spectrum of clean speech as in [20]. All the CycleGAN models used are implemented with PyTorch [21]. The networks are trained with the Adaptive Moment Estimation (Adam) algorithm [22] and a learning rate of 0.0002. The Rectified linear unit (ReLU) [23] is used as the activation function, and the mini-batch size is set to 128 for both $G$ and $D$. The total epoch is 100 by step of 10 to update the generators and the discriminators.

Under the unpaired training data, our proposed method denoted as CycleGAN for comparison with reference method denoted as GAN without cycle consistency cost function. In addition, under the paired data, our proposed method is compared with the GAN network without the cycle consistency cost function and the GAN network denoted as GAN+fc that only has the forward cycle.

#### C. Experimental Results

We evaluate the enhance performance in terms of Perceptual Evaluation of Speech Quality (PESQ) [24] and Short-Time Objective Intelligibility (STOI) [25] in which the STOI is able to accurately predict the intelligibility of speech by the verification of experiments [25].

Fig.4 shows the average PESQ scores for the proposed method and the reference methods with the unpaired data at four different SNR levels. In the case
that there is no one-to-one correspondence between noisy speech and clean speech, the proposed method and the reference methods are trained with unpaired training data. We find that the proposed method can effectively improve the speech quality by using the GAN network with cycle consistency loss function. The quality of the GAN network without the cycle consistency cost function is not much different from the traditional DNN method. This implies that for the unpaired data, the introduced cycle-consistency cost function does not lead a significant loss while transfer the input from one domain to another domain. Here, we do not take a comparison with the GAN+fc-based method for the unpaired data, because it was found through experiments that when the forward or backward cycle consistent occurs only, the instability and the mode collapse of the training are prone to be happened.

Fig. 5 reports a comparison of the average PESQ scores under four noise types and four SNR levels in the paired data. We find that the proposed method is better than the reference methods under various SNR levels. In addition, the GAN network with only the forward cycle-consistency cost function is better than the GAN-only method. The GAN network with both the forward cycle loss and the backward cycle is better than the GAN+fc approach. This shows that even for paired data, the introduction of forward and backward cycle-consistency can improve network performance.

In order to further reflect the effectiveness of the proposed method, the average intelligibility scores of the proposed method and the reference methods are compared under four different signal-to-noise ratios. It can be found from Fig. 6 that the proposed method is also improved compared with the reference methods, and the effect is obvious at the lower SNR levels. Under the condition of high SNR, no serious distortion of the speech is caused, and the influence of noise on the intelligibility is small, so the results are similar.

IV. CONCLUSIONS

In this paper, we proposed a speech enhancement method based on cycle-consistent adversarial networks with unpaired training data. Because the paired speech data is difficult to obtain or expensive in real complex scenarios, we found that when the noisy speech and the clean speech do not correspond to each other, the speech is well preserved while the noise is effectively suppressed. By comparing with the reference methods, the proposed method can better improve the speech quality and intelligibility. In the future, we will integrate spatial and temporal information into the network, because spatial and temporal information is an integral sensory component of human hearing.

ACKNOWLEDGEMENTS

This work was supported by the National Natural Science Foundation of China (Grant No. 61831019, No. 61471014 and No. 61231015).

REFERENCES


