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Abstract—Deep learning and computer vision that become 
popular in recent years are advantage techniques in medical 
diagnosis. A large database of Optical Coherence Tomography 
(OCT) images can be used to train a deep learning model which 
can support and suggest effectively illnesses and status of a 
patient. Therefore, semantic image segmentation is used to detect 
and categorize anomaly regions in OCT images. However, 
numerous existing approaches ignored spatial structure as well 
as contextual information in a given image. To overcome existing  
problems, this work proposes a novel method which takes 
advantage of the deep convolutional neural network, attention 
block, pyramid pooling module and auxiliary connections 
between layers. Attention block helps to detect the spatial 
structure of a given image. Beside, pyramid pooling module has 
a responsibility to identify the shape and margin of the anomaly 
region. In additional, auxiliary connections support to enrich 
useful information pass through one layer as well as reduce 
overfitting problem. Our work produces higher accuracy than 
state-of-the-art methods with 78.19% comparing to Deeplab_v3 
76.19% and Bisenet 76.85% in term of dice coefficient. 
Additionally, a number of parameters in our work is smaller 
than the previous approaches. 

I. INTRODUCTION 

Deep learning attracts numerous attentions in the academy 
and even in industrial fields recently. Its performance not only 
overcomes human-level in many applications but also 
processing time is reduced significantly. One type of deep 
learning is known popularly as convolution neural networks 
that are applied widely in most computer vision applications. 
Actually, deep learning has already researched for a long time 
ago, but there are many restrictions on the size of data and 
limited-computational power are the reason why deep 
learning was employed recently in image processing [1, 2], 
document clustering [3], audio processing [4], data analysis 
[5]. 

Image processing using deep learning is the most important 
and necessary technique in several applications e.g. object 
detection, image segmentation, or face recognition which 
applied potentially in fields of robotics, medical image 
analysis and many more. In this paper, image segmentation 

bases on convolutional neural networks is implemented to 
detect unusual regions and classify those regions at pixel-level. 
Moreover, there are two implementations in image 
segmentation e.g. instance segmentation and semantic 
segmentation. Instance segmentation aims to determinate 
regions and class of every object, regardless they are the same 
type. On the other hand, semantic segmentation is 
automatically to label each pixel in an image with a 
corresponding class of what is represented. In this work, we 
concentrate on semantic retinal edema segmentation base on 
optical coherence tomography dataset using convolutional 
neural networks. Processed images by semantic segmentation 
are used as efficient suggestions to diagnose retinal edema 
disease.  

To enhance effectiveness in semantic segmentation, some 
researchers have mainly investigated the scaling of three 
dimensions of convolutional neural networks such as depth, 
width, and height. For example, Bisenet model [6] is focused 
on scaling of model regarding to width and depth of model 
architecture to enhance the performance of a model for 
semantic segmentation. Deeplab V3 model [7] attained a 
significant result on semantic image segmentation through 
going deeper with atrous convolution which allows capturing 
long-range information easily. Deeplab V3 shows that deeper 
architecture is the important aspect to improve the result of 
the model. They empirically determinate that scaling of width, 
height, and depth is an important factor that can help to 
increase the performance of any model. However, there is a 
trade-off between performance and processing time i.e bigger 
model yields higher results and consume more time. 

To overcome shortcomings of the previous works, this 
work proposed an attention-spatial convolution (ASC) model 
which takes advantage of the deep convolutional neural 
network, attention block, pyramid pooling module and 
auxiliary connections between layers. Actually, The ASC 
model includes two sections. The first one is called a down-
sampling section. The second section is defined as an up-
sampling section. In detail, the attention block is placed in the 
down-sampling section to concentrate on outstanding features 
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because of speckle noise. In addition, pyramid pooling 
module with different pyramid scales is used into the down-
sampling section to avoid evanescence of feature with low-
dimension and enhance the representation of the features for 
different locations. 

The rest of this paper is organized by following: section II  
describes attention block, pyramid pooling module and our 
model ASC. In section III, experimental results on semantic 
segmentation are presented. Finally, conclusion is on section 
IV. 

II. PROPOSED METHOD 

A. Attention block 

Attention block, proposed by [8], is used to concentrate on 
important features and ignore unimportant ones. In detail, the 
attention block includes two modules: 1, channel attention 
module (Mc), and 2, spatial attention module (Ms). Each 
module performs a different responsibility. More clearly, the 
channel attention module points out the key features of an 
input. On the other hand, the spatial attention module utilizes 
an inter-structure of the input feature. Diagram of 
convolutional block attention module is illustrated by Fig. 1.  
 

Fig. 1   Diagram of Attention block 
 

The attention block receives the input feature (F) from the 
previous convolution layers. Mathematically, an output of 
corresponding F through attention block can be calculated as:  

' ( )cF M F F= ×             (1) 
'' ' '( )sF M F F= ×                        (2) 

The channel attention module includes: 1, multi-layer 
perceptron (MLP) [9] which receive average-pooled [10] and 
max-pooled [11] features; 2, activation function. Two types of 
pooling layers are used to highlight different important 
features. To reduce the number of parameters, MLP is a 
shared-weight network. Activation function can be linear or 
non-linear. After an element-wise summation is applied which 
can calculate total the features at the output vectors. Overall, 
the formulation of the channel attention module is described 
directly by:  

( ( ) ( ))c c
c avg maxM MLP F MLP Fσ= +            (3) 

Where σ  indicates the activation function.  
       Secondly, the spatial attention module figures out 
relationships among the input features. The spatial attention 
block consists of: 1, convolution layer which receives 
concatenation of average-pooled ( s

avgF ) and max-pooled 

features ( s
maxF ); 2, activation layer. The convolution layer is 

used to detect inner-structures of the feature map (F’). To 
augment the feature map, the max-pooled features and the 
average-pooled features are stacked together. Shortly, spatial 
attention is described as: 

(3 3)( ([ , ]))s s
s avg maxM Conv F Fσ ×=            (4) 

Where σ  indicates the sigmoid function, (3 3)Conv × denotes a 
convolution with the filter size is 3x3. 

B. Pyramid Pooling Module 

Pyramid Pooling Module (PPM) [12] exploits efficiently 
contextual information under multi-aspects with various filter 
sizes.  PPM includes multi-pooling layers, up-sampling layers, 
and convolution layers. PPM observes features under different 
filter sizes, therefore, PPM can help to recognize low-
dimension objects as well as low inner-structure.  

The PPM feed input into multi-pooling layers and then 
following by convolution layers. After that up-sampling layer 
scales up feature maps from convolution layers. In detail, 
sizes of pooling layers are 1x1, 2x2, 4x4, 8x8 respectively. 
The different pooling size levels in the PPM abstract the 
feature maps with varied sizes. However, the difference in 
filter sizes set at a reasonable gap to pyramid features 
maintain certain correlations.  

C. Attention-Spatial Convolution Model 

ASC model includes 2 sub-sections: down-sampling 
section and up-sampling section. There are auxiliary 
connections between these two sub-sections. Fig. 2 shows a 
diagram of convolutional attention model. The down-
sampling section comprises a sequence of convolution layers 
and attention blocks. The up-sampling section contains a 
pyramid pooling module, convolution layers, concatenation. 
Incorporation of the attention block and PPM allows ASC 
model deeper recognizing the spatial structure of low or high 
dimension objects. This combination outcomes disadvantages 
of the previous models in exploiting the inner structure of 
feature maps deeply. Besides, by arranging the attention 
blocks in the down-sampling section and the PPM in the up-
sampling section can help ASC model avoid missing 
contextual information.  

Auxiliary connections help to enlarge the size of feature 
maps as well as to restrict overfitting.  The down-sampling  
decrease the size of the feature map along with layers; 
however, meaningful features increase. The auxiliary 
connections assist ASC model to segment tiny anomaly 
regions and augment contextual information in the up-
sampling section. In addition, the auxiliary connections can 
help ASC model achieve higher performance than the 
previous models with a lower number of parameters.  

 

Channel Attention Module
Mc = σ(MLP(AvgPool)+MLP(MaxPool))

Feature map 
(F)

Spatial Attention Module
Ms = σ(Conv(3*3)([AvgPool;MaxPool])

Feature map
(F’)⊗ Feature map

(F’’)⊗
+

Attention block
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Fig. 2  Diagram of our model 

Overall, the attention block can learn features many aspects 
by using two kinds of pooling layer simultaneously. The 
incorporation of PPM and the attention block can enhance 
ASC model deeply to identify anomaly regions which imply 
an association of nearby pixels. Another advantage of our 
work is the auxiliary connection recognizing small unusual 

areas as well as restrict overfitting, increase performance with 
a lower number of parameters. 

III. EXPERIMENTAL RESULTS 

A. Dataset, baselines, and experimental setting 

The Retinal Edema Dataset is the first medical image 
detection competition for Fundus lesions in China with the 
largest fundus lesion dataset currently, which combines AI 
and medical technology. With the data of 100 OCT and a 
volume of 128 images have been labeled by a professional 
ophthalmologist. Data is separated into training data and 
testing data with 85%, 15% respectively. So total training data 
is 7616 and testing data is 1344.  

Bisenet [6] and Deeplab V3[7] are selected to compare 
with our method. Actually, Deeplab V3 is the famous model 
in 2017 for semantic segmentation. Moreover, In 2018, 
Bisenet was evaluated significantly for semantic segmentation. 

Our model is set up with the following configuration: input 
size is 128x256, 5 convolution layers in the down-sampling 
section, the up-sampling section. Kernel size is 3x3 during the  

 

 
Fig. 3   Original image (left) and  target image (right) 

processing. For attention block, one hidden layer is 
emplemented for MLP. PPM includes 4 filter sizes such as 
1x1, 2x2, 4x4, 8x8.  

Dice coefficient [13] is used to estimate performance of the 
baseline models and our proposed. Dice coefficient aims to 
measure the overlap of two regions. Dice coefficient is 
calculated based on two areas X and Y as: 

D ice  co e ffic ie n t
2 X Y

X Y

∩
=

+
          (5) 

Where X is ground-truth area and Y predicted area. |X∩Y| 
represents the common elements between two areas X and Y.  
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B. Results 

The Retinal Edema Dataset is the first medical image 
detection 

 
Table 1: The result of our model and baselines 

 Bisenet Deeplab V3 ASC model 

Parameter(million) 26.26 2.14 5.9 

Dice coefficient(%) 76.85 76.19 78.19 

     
Overall, ASC model produces a best result with 78.19% is 

higher Bisenet models [6] and Deeplab V3 [7] with margin of 
1.34%, 2% respectively. Although the result of our model 
only is higher than BiseNet model as 1.34%, the number 
parameters in BiseNet model is fourfold than our model. 

IV. CONCLUSIONS 

The ASC model achieves a best performance for Retinal 
Edema Segmentation with reasonable low parameters. 
Conventional deep convolutional neural networks are 
integrated by the attention block and the pyramid pooling 
module to take advantage of contextual information. Our 
contribution comprises: 1, loss of contextual information is 
restricted by ordering the attention blocks in the down-
sampling section and the PPM in the up-sampling section; 2, 
anomaly region with different scales is recognized effectively 
by the auxiliary connection. Besides, the auxiliary connection 
assists our model overcome overfitting, improve accuracy 
through gaining features in the up-sampling stage. 
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