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Abstract—Locate iterative clustering (LIC) gets good perfor-
mance in superpixel segmentation for PolSAR images. However,
there are also two problems in its cluster center initialization. One
is that there is a lot of computational redundancy in calculating
edge map, which slows down the segmentation speed. The other
is that the calculated edge is much wider than the real one, which
makes the fine-tuning of center seeds in 3×3 window not suitable.
To solve these problems, a fast and accurate cluster center
initialization algorithm for PolSAR superpixel segmentation is
proposed in this paper. For the first problem, integral graph is
introduced to eliminate the redundancy. For the second problem,
a more reasonable window size is selected to conduct fine-tuning.
Experiments with measured AIRSAR data sets demonstrate the
speed of the proposed edge map calculation method increases 28
times and the center seed is farther away from the edge than
before. Furthermore, LIC gets better superpixel segmentation
results with the new initialization algorithm

I. INTRODUCTION

Superpixel segmentation, as an image preprocessing step,
has attracted many attentions from relevant scholars. After
several years of development, many excellent approaches [1-
5] has been proposed for optical images. As an outstanding
representative, the simple linear iterative clustering (SLIC)
shows good performance in adhering image boundaries and
computational efficiency [6]. However, SLIC does not fully
consider the effect of noise in its design, and can perform
poorly when it’s just used for polarimetric synthetic aper-
ture radar (PolSAR) images due to the influence of strong
speckle noises. Reference [7] proposed F-SLIC algorithm by
replacing the spectral distance with the Euclidean distance of
polarization and texture features to refine the segmentation.
Reference [8] combined the decomposition-feature-iterative-
clustering (DFIC) superpixel segmentation, which replaces the
spectral feature with the Cloude decomposition parameter,
with convolutional neural networks (CNN) to realize PolSAR
images classification. Reference [9] presented a locate iterative
clustering (LIC) algorithm, which improved the cluster center
initialization and postprocessing step of SLIC to enhance the
algorithm robustness to speckle noises, and replaced spectral
distance with revised Wishart distance in the locate k-means
clustering to adhere better to the image boundary. One im-
provement of the cluster center initialization in LIC algorithm
is replacing the gradient map with the edge map, which could
character the texture of images more accurately. However,
there are two problems in calculating the edge map. The

one is large computation, which withdraws the advantage of
high computational efficiency of SLIC. The other is that the
calculated edge map is much wider than the real edge, which
doesn’t always make the fine-tuning of cluster center in 3× 3
window not on the border.

To resolve these issues, a fast and accurate cluster center
initialization algorithm for PolSAR images superpixel segmen-
tation is proposed in this paper. For the first issue, the method
finds there is a lot of computational redundancy in the original
calculating procedure, and this redundancy could be eliminated
by integral graph. For the second issue, the method analyzes
the mechanism of edge-widen effect and adopts a fine-tuning
of cluster center in larger window. Experiments with measured
AIRSAR data sets demonstrate the calculation time of the edge
map could be reduced dramatically, the cluster center seed is
farther away from the border than before. And with the new
cluster center initialization algorithm, LIC get better superpixel
segmentations.

II. METHODOLOGY

A. PolSAR Data

For reciprocal targets illuminated by monostatic SAR sys-
tems, the polarimetric information could be described by a
complex vector

k =
1√
2

[
SHH + SVV SHH − SVV

√
2SHV

]T
(1)

where SHV denotes the complex scattering coefficient with
horizontal transmitting and vertical receiving antenna, the
others denote similarly, superscript T denotes the matrix
transpose. Generally, PolSAR data is not directly represented
with this complex vector, but with the outer product of the
associated target vector with its conjugate transpose

T = 〈k • kH〉 = 1

L

L∑
i=1

kik
H
i (2)

where 〈· · · 〉 indicates temporal or spatial ensemble averaging,
assuming homogeneity of the random medium, and this con-
duction is the well-known multi-look process, superscript H
indicates conjugate transpose. L is the number of multi-look.
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Fig. 1. The edge detector model characterized by the configuration Kf ={
lf , wf , df , θf

}
.

B. LIC Algorithm

LIC is an improved method of SLIC for the application of
PolSAR images superpixel segmentation. The basic procedure
of this algorithm mainly consists of three steps: 1) filter pre-
processing and cluster centers initialization; 2) local iterative
clustering; 3) postprocessing.

In the first step, multi-look and/or speckle filtering is applied
to the original PolSAR data to suppress the speckle noise. And
then the edge map is calculated by a set of edge detector
models [10] with different orientations showing as Fig. 1.
For each pixel, calculate the hypothesis test distance between
regions R1 and R2 with different orientations θ, find and save
the maximum distance Dmax and its corresponding θ as this
pixels edge value. The edge-map is obtained by repeating this
procedure for every pixels in PolSAR image. The hypothesis
test distance is defined as [11]

dHT (Ri, Rj)=(Ni+Nj) ln
∣∣∣Σ̂∣∣∣−Ni ln ∣∣∣Σ̂i

∣∣∣−Nj ln ∣∣∣Σ̂j

∣∣∣ (3)

Where Ni and Nj are the number of samples in regions Ri
and Rj . Σ̂i and Σ̂j are the center coherence matrix of Ri
and Rj region, Σ̂ is the center coherence matrix of these two
regions, they can be calculated as

Σ̂i =

Ni∑
n=1

Tn

Ni
, Σ̂j =

Nj∑
n=1

Tn

Nj
, Σ̂ =

NiΣ̂i +NjΣ̂j

Ni +Nj
(4)

With the edge map, the center seed moves to the lowest
edge position in 3 × 3 local window to avoid the effect of
textures and noises. Furtherly, LIC proposes a grid-centered
clustering strategy to initialize the cluster label and minimum
distance of each pixel.

In the second step, LIC replaced the spectral distance with
the revised Wishart distance. With the combining distance of
revised Wishart and spatial, the algorithm accomplished the
local iterative clustering. These distances can be represented
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Fig. 2. The sketch map of redundancy analysis. (a) redundancies in regions,
(b) redundancies in edge detector models.

as 
dRW = ln

(
|Σ̂j|
|Ti|

)
+Tr

(
Σ̂−1j Ti

)
− q

ds =
√
(xi − xj)2 + (yi − yj)2

D =

√(
dRW

m

)2
+
(
ds
S

)2 (5)

Where dRW is the revised Wishart distance, and ds is the
spatial distance. Tr (· · · ) denotes the matrix trace operation.
q is a constant and its value is 3 in this paper, (xi, yi) and
(xj , yj) are the coordinates of current pixel and clustering
center, respectively. m is a parameter controlling the relative
weight between dRW and ds. S is the expected size of a
superpixel.

In the third step, the superpixel, whose region size is in
[Nmin, Nmax) and dissimilarity with its neighborhood super-
pixel is smaller than Gth, will be merged into its adjacent
superpixel. The dissimilarity measure is defined as

G =
1

q

∥∥∥∥∥Tdiag
i −Tdiag

j

Tdiag
i + Tdiag

j

∥∥∥∥∥
1

(6)

Where Tdiag
i denotes the vector composed by the diagonal el-

ements of superpixel central coherence matrix. ‖· · · ‖1 denotes
the 1-norm.

C. Proposed Cluster Center Initialization

1) Fast Edge Map: One problem of LIC initialization is
that there is a lot of redundancy in calculating the edge map.
As shown in Fig. 2(a), One redundancy lies in the center
calculating of regions, when the region centers of red and
green window are computed successively, pixels marked with
brown background are the redundancies. Another redundancy
lies in the edge detector model. As shown in Fig. 2(b), the
region center of R2 region is computed twice when calculating
the edge value of P1 and P2 pixel, respectively.

To reduce the computation redundancy, integral graph is
introduced in this paper. The advantage of this process reflects
in three aspects: 1) The computational complexity within a
single region is obviously reduced. 2) The redundancy of the
edge detector model is avoided by calculating the integral map
on a whole expanded image. As shown in Fig. 3, regions over
and under the center pixel correspond to the integral graph
marked as red and green, respectively. Most areas of these
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Fig. 3. The sketch map of calculating edge map fast.

two integral maps are overlap, and they can be calculated
once on the expanded image. 3) The redundancy within edge
detector models, whose orientation difference is 90◦, can also
be avoided. Regions on the left and right of the center pixel
correspond to the integral graph marked as purple and brown
in Fig. 3, these regions are similar to the above two, and they
can be transformed to each other by interchanging the length
and width.

In many applications, setting the number of orientations
to 4, namely {0◦, 45◦, 90◦, 135◦}, is enough. In this case,
only the integral graph with 0◦ and 45◦ directions need to
be calculated. The integral graph with 0◦ direction can be
calculated as [12]

SIR (i, j) = SIR (i, j − 1) + SIR (i− 1, j)

+I (i, j)− SIR (i− 1, j − 1)
(7)

where SIR (i, j) =
∑

i′≤j,j′≤j
I (i′, j′) is the sum of the pixels

of the rectangle ranging from the top left corner at (0, 0) to the
bottom right corner at (i, j), and SIR (−1, j) = SIR (i,−1) =
0. For PolSAR images, I (i, j) is the coherency matrix T with
coordinate (i, j). From this integral graph, the pixel sum of
the region can be determined as

SR (i, j, l, w)=SIR (i− 1, j − 1)+SIR (i+ l − 1, j + w − 1)

−SIR (i− 1, j + w − 1)−SIR (i+ l − 1, j − 1)
(8)

where l and w are the length and width of the region,
respectively. For the integral graph with 45◦ direction, it can
be calculated with two passes over all pixels. The first pass
from left to right and top to bottom determines

SRIR (i, j) = SRIR (i− 1, j − 1) + SRIR (i− 1, j)

+I (i, j)− SRIR (i− 2, j − 1)
(9)

where SRIR (i, j) =
∑

i′≤i,|j′−j|≤i−i′
I (i′, j′) and

SRIR (−1, j) = SRIR (−2, j) = SRIR (i,−1) = 0. The
second pass from the right to left and bottom to top calculates

SRIR (i, j)=SRIR (i, j)+ SRIR (i− 1, j + 1)−SRIR (i− 2, j)
(10)
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Fig. 4. The sketch map of edge-broaden effect. (a) Two regions marked with
red vertical and blue horizontal stripes, (b) Edge detector model at P1, (c)
Edge detector model at P2, (d) Edge detector model at P3.

From this integral graph, the pixel sum of the region can
be determined as
SRR (i, j, l, w)=SRIR (i+ l, j + l)+SRIR (i− w, j + w)

−SRIR (i, j)−SRIR (i+ l − w, j + l + w)
(11)

2) Fine-tuning of the Center Seed: The edge-widen effect
can be illustrated as Figure 4. Shown as Figure 4(a), there
are two regions marked with red vertical stripes and blue
horizontal stripes, respectively, the red line is the real edge
of these two regions. As the edge detector model moving
from pixel P1 through P2 to P3 , and the calculated edge is
obtained, which is shown as a yellow rectangle and its width
is df +wf . Compared with the real edge, the calculated edge
is obviously wider.

In order to ensure the center seed not lies on the border
or noise pixel, the fine-tuning of cluster center needs to be
conducted in a larger window, which is set to (df + wf + 1)×
(df + wf + 1).

The center seed may moves to the outside of the regular
grid when the original center is sampled on the regular grid
border, it is reasonable to add an inspection process in the
initialization. In this paper, the inspection process is designed
as: setting the maximum sampling times T , the center seed
is the pixel determined by (df + wf + 1) × (df + wf + 1)
window if it’s not located on the outside of the regular grid
within T times, else the center seed is the lowest edge-value
pixel in the regular grid.

3) Initialization of Cluster Center Seeds: On the basis of
above, the initialization of cluster center can be summarized
as following,
Step 1: set the sampling times T and fine-tuning window

(df + wf + 1)× (df + wf + 1).
Step 2: calculate the edge map with the fast method.
Step 3: get the original cluster center seed by sampling on

a regular grid, with the interval S, and then move
it to the lowest edge position in (df + wf + 1) ×
(df + wf + 1).
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(a) (b)

(c) (d)

Fig. 5. The PauliRGB image and edge map with different parameter {l, w, d}.
(a) Original PauliRGB image,(b) Edge map with {9, 1, 1}, (c) Edge map with
{9, 3, 1}, (d) Edge map with {9, 3, 3}.

Step 4: check whether the center seed is in the regular grid,
if not and the sampling times is less than T turn to
step 3, if sampling times is equal or more than T ,
turn to step 5, else turn to step 6.

Step 5: set the center of the regular grid as the original cluster
center seed, and move it to the lowest position in
S × S.

Step 6: save the result of step 4 and 5 as the current center
seed, and repeat above steps on the other regular grid.

III. EXPERIMENTS

In this section, the performance of the proposed cluster
center initialization algorithm for PolSAR superpixel segmen-
tation is presented and analyzed on the real data set obtained
by AIRSAR airborne platform on August 16, 1989. The ex-
perimental image is shown in Figure 5(a), the size of which is
425×299 and the resolution is 6.7m in range direction, 12.1m
in azimuth direction. The scene covers Flevoland, Netherlands.
The main contents of this area are farmlands, and the edge of
which is clear and regular. These characters make it suitable
for edge analyzing.

A. Edge Map Results and Analysis

The experiments are conducted with a single CPU (3.0GHz
i5) on Matlab (2015a). The edge map under different detector
model parameters is shown in Fig. 5, and the operation time is
listed in Tab. 1. For clearly displaying the edge, the brighten
function of Matlab is used on these edge maps. As shown
in Fig. 5, the calculated edge becomes wider as the width
and distance of regions increase, this result is consistent
with the analysis above. With different parameters, all of
the operation time of original LIC algorithm are nearly 200
seconds, whereas they are nearly 7 seconds with the proposed
method, the computational complexity is reduced by about 28
times.

TABLE I
COMPARISON OF THE OPERATION TIME WITH DIFFERENT DETECTOR

PARAMETERS

Algorithms and

increased ratio

Under different conditions of detector {l, w, d}

{9, 1, 1} {9, 3, 1} {9, 3, 3}

LIC 192.7s 196.9s 197.5s

The proposed 6.9s 6.9s 7.1s

Increased ratio 27.9 28.5 27.7

Average ratio 28.0

(a)

(b)

Fig. 6. Comparison of LIC and proposed method with different weight m.
(a) Comparison of Homo, (b) Comparison of SRC

B. Superpixel Segmentation Results and Analysis

In order to conveniently compare the superpixel segmen-
tation performance of different methods, the evaluation in-
dex Uα proposed by [13] and SRC proposed by [14] are
used to quantitatively evaluate the homogeneity and shape
regularity of superpixels, their values range from 0 to 1, and
the larger their value, the better the superpixel segmentation.
The segmentation results of Reference [6] (marked as SLIC),
Reference [7] (marked as F-SLIC), Reference [8] (marked as
DFIC) and Reference [9] (marked LIC) are also presented. The
weight parameter m of SLIC is set as 40, and the other meth-
ods are set as the same one with their papers. The proposed
method here means the superpixel segmentation algorithm
with the proposed initialization, LIC iterative clustering and
postprocessing strategy. The weight factor m is set as 1.

Since this method is an improved initialization algorithm
for LIC, and different feature combinations should corre-
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(a) (b)

(c) (d)

(e)

Fig. 7. Comparison of the superpixel segmentation results. (a) SLIC, (b) LIC,
(c) DFIC, (D) F-SLIC, (e) The proposed.

sponds to different the weight factors. The robustness of
LIC and proposed method under different weight factors, as
m = {1, 2, 4, 8, 16}, is analyzed, and other methods are not
presented. Fig. 6 shows the results. Because there is a random
sampling process in the initialization, the experiment under
each m is repeated 20 times. Uα becomes smaller as m
increases, whereas SRC becomes larger. The choose of m
is a balance procedure of the contradiction between Uα and
SRC. Uα and SRC of the proposed method are higher than
that of LIC algorithm at each m, which indicates the proposed
method improved the superpixel segmentation results.

The detailed superpixel segmentation results of SLIC, LIC,
DFIC, F-SLIC and the proposed method are presented in
Fig. 7 and Fig. 8. Images in Fig. 7 show the boundaries of
superpixels, which are marked with red lines. Compared with
Fig. 7(a), (b) and (e), the shape of the superpixels of Fig.
7(c) and (d) is more regular and the area of the superpixels is
more intensive, because these two methods adopted a relatively
larger m value and no sampling procedure within the regular
grid in their papers. Fig. 8 shows the differential map of the
original and superpixel segmentation image. The closer the
map is to black images, the smaller the difference between
the original and segmentation. Comparing these five maps, the
smoothing effect of DFIC and F-SLIC are most serious, SLIC
and LIC rank second, and the proposed method preserved the
original image best.

(a) (b)

(c) (d)

(e)

Fig. 8. Differential map of the original and superpixel segmentation image.
(a) SLIC, (b) LIC, (c) DFIC, (D) F-SLIC, (e) The proposed.

TABLE II
THE RUNNING TIME OF DIFFERENT ALGORITHMS

Algorithms Running time

DFIC 175.7s

LIC 264.3s

F-SLIC 180.0s

The proposed 68.7s

The running time of DFIC, F-SLIC, LIC and the proposed
algorithm is listed in Tab. 2. Since SLIC algorithm is encoded
with C++, its running time is not listed here. As seen from Tab.
2, the running time of LIC changes from the most to the least
with the proposed initialization algorithm, which demonstrates
the effectiveness of the proposed method.

IV. CONCLUSION

LIC algorithm introduced SLIC algorithm into PolSAR
images superpixel segmentation and improved the segmen-
tation results. However, there are also two problems, one
is computational redundancy in calculating edge maps, the
other is edge-widen effect. The main contribution of this
paper is improving the cluster center initialization method.
The effectiveness of the improved algorithm is demonstrated
by AIRSAR data sets.
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