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Abstract—Automatic emotion recognition has faced the chal-
lenge of lacking large-scale human labeled dataset for model
learning due to the expensive data annotation cost and inevitable
label ambiguity. To tackle such challenge, previous works have
explored to transfer emotion label from one modality to the
other modality assuming that the supervised annotation does exist
in one modality or explored semi-supervised learning strategies
to take advantage of large amount of unlabeled data with the
focus on a single modality. In this work, we address the multi-
modal emotion recognition problem with the acoustic and visual
modalities and propose a multi-modal network structure of the
semi-supervised learning approach with an improved generative
adversarial network CT-GAN. Extensive experiments conducted
on a multi-modal emotion recognition corpus demonstrate the
effectiveness of the proposed approach and prove that utilizing
unlabeled data via GANs and combining multi-modalities both
benefit the classification performance. We also carry out some
detailed analysis experiments such as influence of unlabeled data
quantity on recognition performance and impact of different
normalization strategies for semi-supervised learning etc.

I. INTRODUCTION

Automatic emotion recognition empowers machines with
the capability to communicate naturally with humans, which
plays an essential role in maintaining long-term human-
machine interactions. It has a wide range of applications in
modern dyadic interaction scenarios involving various human
relationships such as therapist-patient, teacher-student, agent-
customer, and employer-employee interactions etc. [1] In re-
cent years, there have been growing interests in exploring auto-
matic technologies to recognize emotional states of individuals
in various scenarios especially with the rapid development of
deep neural networks.

We humans express emotions in a number of different ways
including both verbal and nonverbal communications, such as
emotional speech, facial expressions, and body languages etc.
Therefore, emotional signals from multi-modalities could be
used to predict a subject’s emotional state. In previous re-
search, combining different modalities including speech, facial
expression, and texts have been investigated. For example,
early fusion at the feature level has been widely applied
for multi-modality fusion, which involves feature embedding
via feed-forward layers in each modality and then fusing
multi-modalities via simple concatenation. How to effectively
combine multiple modalities matters for automation multi-
modality emotion recognition, and has been an active research
topic.

Besides multi-modality, limitations on available supervised
emotion data is another big challenge for automatic emotion
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recognition due to the fact that it is expensive to collect large-
scale of emotion data and it usually involves inevitable label
ambiguity. There have been some research efforts to address
the data shortage problem, such as applying transfer learning
to take advantage of emotion annotations from another modal-
ity [2] or applying unsupervised or semi-supervised learning
to take advantage of abundant multimedia corpus and alleviate
the problem of label ambiguity [3].

Using generative adversarial networks (GANs) for semi-
supervised learning has been proposed by Salimans et al. [4] to
combine the supervised and unsupervised data. Such approach
has made great success on image representation learning [5].
Chang et al. [6] apply similar GAN-based semi-supervised
learning on the emotion recognition task and propose the
semi-supervised acoustic representations for valance predic-
tion. However, the training process of generative adversarial
networks is often unstable without good heuristics. Several
works have proposed improved methods to handle this issue
[4, 7, 8]. Recently, a new optimization scheme for generative
adversarial network training CT-GAN [9] is proposed and it
can be seamlessly embedded into semi-supervised learning
framework.

In this work, we investigate the effectiveness of applying
adversarial network on semi-supervised emotional recognition.
Additionally, unlike the previous work [6] which is limited in
acoustic uni-modality, we extend it and investigate the capacity
of semi-supervised emotion recognition in visual modality
and multi-modalities as well. We propose a multi-modality
network structure of the semi-supervised learning approach
with an improved generative adversarial network CT-GAN.
The results demonstrate that utilizing unlabeled data via GANs
and combining multi-modalities both benefit the classification
performance.

To summarize, the main contributions of this work are listed
as follows:

e We design a multi-modality semi-supervised learning
network structure via GANs on emotion recognition.

o« We carry out extensive comparison experiments on a
widely used multi-modality emotion recognition corpus
to evaluate the effectiveness of proposed approach.

o We also conduct detailed investigation of different impact
factors on recognition performance including unlabeled
data quantity, normalization strategies etc.
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II. RELATED WORK
A. Emotion Recognition

Previous works have explored a variety of multi-modal
features for emotion recognition tasks. Brady et al. [10] derive
high-level acoustic, visual and physiological features from the
low-level descriptors using sparse coding and deep learning.
Viktor et al. [11] use early fusion to concatenate mult“i-
modal features as the input for the prediction models and
improves performance successfully. Huang et al. [12] use
a late fusion strategy that combines the output of different
modalities and trains a second level model to predict categories
of multi-modal samples. Chang et al. [6] use semi-supervised
GANs for emotion recognition on acoustic modality and the
result is competitive to state-of-the-art performance. Similar
to previous works, we explore emotion features from multiple
modalities including the acoustic modality and facial modality
and implement multi-modal fusion in this work.

B. GANs

Generative Adversarial Networks [13] was proposed using
game theory for generative tasks. In order to train the genera-
tor, GANSs build up a discriminator to play an adversarial game
with the generator, rather than setting a normal loss function
for the generator. The discriminator is designed to distinguish
between samples from the generator and samples from the real
data while the generator learns to output samples that can fool
the discriminator.

However, the training progress of original Generative Ad-
versarial Networks is often unstable and hard to converge.
WGAN [7] proposed to use Wasserstein distance and weight
clipping method to alleviate vanishing gradient problem. Fur-
thermore, WGAN-GP [8] illustrated the risk of the weight
clipping method that it pushes weights towards the bound
of clipping range. They proposed an alternative to impose
Lipschitz continuity: penalize the norm of gradient of the
critic with respect to its input. Recently, WGAN-CT [9]
illustrated that the critic function can freely violate the 1-
Lipschitz continuity at the beginning of training stage since
the generated samples could be distant from real samples.
The 1-Lipschitz continuity is not enforced until the output
of generative model become close enough to real distribution.
So they add a consistent regularization term into loss function
and benefits the training of generative model.

C. Semi-supervised GANs

Salimans et al. [4] proposed a semi-supervised learning
framework using Generative Adversarial Networks. It simply
add the samples from generator and labeled with a new “’gener-
ated” class into standard classifier to perform semi-supervised
learning progress. Laine et al. presented a method that forming
ensemble predictions during semi-supervised training and take
advantage of the effect of temporal ensembling [14]. Based on
their work, Xiang et al. [9] further embedded the consistent
regularization term into discriminator’s loss and performed
over state-of-the-art semi-supervised learning results.
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Fig. 1. Illustration of multi-modality emotion recognition framework. Different
modalities are embedded and fused before fed into emotional classifier.

III. THE PROPOSED APPROACH

In this section, we present the proposed multi-modality
semi-supervised emotion recognition approach. We first ex-
plain the general multi-modality emotion recognition frame-
work and the algorithm of semi-supervised learning with CT-
GAN, then we present the multi-modality network architec-
ture.

A. Multi-modality Emotion Recognition

The main tasks of emotion recognition can be generally
divided into two categories, which are discrete emotion recog-
nition (e.g. happy, angry, sad etc.) and continuous emotion
recognition (e.g. in arousal/activation, valence dimensions
etc.). As it is nearly impossible to achieve consistent anno-
tation across corpus, it is common to transform the arousal
and valence continuous emotion prediction task into the 3-
point scale or 5-point scale discrete classification tasks. In
a common interaction scenario, both the acoustic and facial
modality signals are available for emotion prediction. Figure 1
illustrates a general multi-modality emotion recognition frame-
work. Hand-crafted or deep learned feature representations
are first extracted from different modalities. The raw feature
representations are then embedded by a feed-forward network
into a fixed dimensional embedding space and then fused for
example by simple concatenation. The emotion classification
is then executed on the fused multi-modality features. The
classification network is normally trained with supervised
multi-modality emotion data to maximize the probability of
predicting the ground truth emotion labels. The general loss
function can be expressed as:
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Fig. 2. Multi-modality Semi-supervised Network Structure: After each convolutional layer in the discriminator, one dropout layer is built to compute perturbed
discriminator’s output. The last layer of the discriminator is a standard classifier with a fully connected layer and a softmax layer
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Fig. 3. Components of multi-modality semi-supervised network structure:
acoustic generator G, acoustic discriminator D, visual generator G, visual
discriminator D,,, multi-modality class1ﬁer C random noise z, acoustic and
visual feature pairs of superv1sed data (.73 T ) acoustic and visual feature
pairs of unsupervised data (z,, v)

a(Ta) © Po(20)))]

where x,y is the supervised data, z,, x, are acoustic and
visual features of sample x, y is the corresponding emotion
label. & is fusion operation.
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B. Semi-supervised Learning with CT-GAN

Salimans et al. [4] proposed the semi-supervised learning
strategy using Generative Adversarial Networks. Based on
the standard K — classes classifier, they add an additional

K +1 class which is called ”generative” class and modify the
adversarial objective function which is shown as below.

Lais = =By p UOQD(WU/)]
- EZNPn,,m[lOgD(K +1|G(2))] )
= Eanp, [log(1 — D(K +1|z))]
Lgen = —Eznppoice [log(1 — D(K +1|G(2)))] 3)

where G and D are the generator and discriminator respec-
tively. (z',y) is the supervised instance-label data pair, 7 is
the union of supervised and unsupervised data, noise is the
random noise fed into the generator.

For the discriminator, it aims to classify the supervised data
into their corresponding categories correctly and distinguish
the real data (both supervised and unsupervised one) from fake
data at the same time. For the generator, it aims to synthesize
the fake sample which is similar to real sample and confuse
the discriminator.

Following the improved technique of semi-supervised learn-
ing proposed by [9, 14], we modify the loss function by
replacing the cross-entropy value function with Wasserstein
distance and imposing the Lipschitz continuity over the dis-
criminator. A consistency regularization was added and it
essentially builds up a temporal self-ensembling structure to
benefit the learning progress. The modified loss function is
shown as below.

Luis =~ By o, [logD(yls)
“Bep,,. llogD(K + 1/G(2))] “)
—E,p,[log(l1 — D(K + 1|z))] + A\CT
Lgen = |[Eonp,n. [D_(G(2))] = Egnp, [D_(2))]3 (5

where D_(z) is the output of second-to-last layer of the
discriminator
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C. Multi-modality Model Architecture

In our multi-modality semi-supervised learning model, the
structure of generator (G) and discriminator (D) are built
upon a set of symmetric deep convolutional layers as in
DCGAN [5], shown in Figure 2. A 100-dimensional ran-
dom noise vector is transformed into a feature map with
several fractionally-strided convolutional layers. And then it
is fed into the discriminator with the real samples. On the
contrary, the discriminator consists of several convolutional
layers and transforms the feature map into a flattened high
level representation. After each convolutional layer in the
discriminator, one dropout layer is built to compute perturbed
discriminator’s output. The last layer of the discriminator is a
standard classifier with a fully connected layer and a softmax
layer. When the semi-supervised training finishes, we take the
discriminator as a more effective classifier compared to the
fully-supervised model.

For multi-modality fusion experiments, we train two Deep
Convolutional Generative Adversarial Networks for acoustic
and visual modalities respectively. Different from uni-modal
network structure, we remove the last fully connected layer
and softmax layer and take the flattened representation as the
outputs of the discriminator. To apply multi-modality fusion,
we concatenate the representation from acoustic and visual
modalities and feed them into a new fully connected layer and
softmax layer as a multi-modality classifier (C). The multi-
modality model architecture is shown in Figure 3 and the loss
function is modified to Eq. 6 and Eq. 7.

’

[logC(y|(Da(z,) &
noise [ZOQC(K +1|(Da(Ga
—E,p, [log(1 — C(K + 1|((Dg(xq
+ \CT

Ldis =—E_

T yN]P’/

- EZNIP

Lygen :”IEZ’\‘Pnoise [Da(Ga(2)) ® Dy(Gy(2))] %
— Eynp, [Da(Ga(2)) ® Dy(Gy(2))]]3

2

where & means the concatenation operation.

The parameters of classifier §o are updated with the pa-
rameters of the two discriminators #p and separated from
the parameters in the two generators 6g. We first train the
discriminators and the classifier for Sp iterations and then fix
the discriminators as well as the classifier to train the generator
for S¢ iterations. The adversarial training procedures of the
two modules are presented in Algorithm 1.

IV. EXPERIMENTS

In this section, we present detailed comparison experiments
on the arousal and valence emotion recognition tasks with the
semi-supervised settings. Specifically we want to find answers
for:

o If our semi-supervised strategy benefits from large

amount of unlabeled data to boost the emotion recog-
nition accuracy.
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Algorithm 1 Multi-modality Semi-supervised Training Proce-

dure

Require: acoustic generator G, acoustic discriminator D,,
visual generator G,, visual discriminator D,, multi-
modality classifier C}

Input: random noise z, feature and label triplets of super-
vised data (:r my) acoustic and visual feature pairs of
unsupervised data (z,, . );

for epoch = 0, ..., N do
for batch = 0, ..., M do
Select batch sample in (z,,,z,,y) and (z, ,z, )
for iter = 0, ..., Sp do

Compute discriminative loss Lg;s using Eq. 6
Adam update 6p and 0o with Ly

end for

for iter = 0, ..., S do
Compute generative loss L, using Eq. 7
Adam update 6g with Ly,

end for

end for
end for

TABLE I
3-CLASSES DATA DISTRIBUTION IN AROUSAL AND VALENCE ON THE
IEMOCAP DATASET

label 1 2 3 Total
arousal 1112 | 7235 | 1692 | 10039
valence | 3223 | 4869 | 1947 | 10039

o If the multi-modality fusion in the GAN structure can
improve performance over the uni-modality baseline.

A. Data Description

We utilize both labeled and unlabeled data for semi-
supervised experiments. For the labeled data, we use the
IEMOCAP dataset [15], which consists of around 12 hours
of video recordings of situational dialogues between two
speakers. There are in total 10 speakers in the dataset and each
utterance in the dialog comes with arousal and valence labels,
both measured on a 5-point scale from at least three distinct
annotators. Following the same processing, we convert it into
a 3-point scale ("low” level contains values in the range [1, 2],
“"medium” level contains values in the range (2, 4), and "high”
level contains values in the range [4, 5]). For the unlabeled
data, we use the AMI [16] dataset which consists of about
100 hours of unlabeled meeting recordings. It provides video
recordings for each speaker and transcripts of their speech. The
3-class data distribution of [IEMOCAP is presented in Table 1.
The distribution across 3 classes is unbalanced especially for
the arousal.

B. Implementation Details

Samples Extraction: Due to various video length in AMI
and IEMOCAP datasets, we pre-define the crop width in
advance. We implement face detection with the open-source
toolkit Seetaface [17]. Each face image is transformed into the
gray scale with height and width of 64 pixels.
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For unlabeled AMI corpus, to ensure that the selected crop
region is not entirely of silence, we randomly select three
consecutive words in the transcript and look up the time region
in the video. We then take the middle time as center of the
crop and extract the audio and video segment defined by the
crop width. Furthermore, we apply frame-level face detection
in the cropped video segments. We drop the samples which
no detected faces.

For IEMOCAP, we split the video into utterance-level
according to the transcript. Each video contains two actors
and they perform improvisation by turns. For each frame we
only extract face images of the actor who are performing
improvisation. So, we finally get the facial expression and
audio of each utterance. For those frames when faces cannot
be detected, we use the detection result of the previous frame
as the result of the current frame.

Multi-modality Features: We extract features from the
acoustic modality and visual modality respectively. Acoustic
Modality: Following the acoustic feature extraction procedure
in [6], we extract the spectrograms, denoted as FFT, which are
computed using a short time Fourier transform with frame size
of 25ms and window shift of 10ms. Each frame of spectrogram
is a 128 dimensional vector. Additionally, we extract 128-
dimensional logMel filter-banks frame-wise feature with the
same time step which denoted as Fbank. Visual Modality:
Then we utilize the state-of-the-art Dense Convolutional Neu-
ral Networks [18] (DenseNet) to extract facial features. The
DenseNet is pre-trained on the FERPIus [19] dataset for facial
expression recognition following the setup in [20]. We extract
the activation from the last pooling layer of DenseNet for
each face image, and get 342-dimensional frame-level feature,
which is referred as the Dface feature.

Labels: According to the guidance of IEMOCAP, each
utterance is annotated by at least two annotators and the
average score is used as the ground-truth label. However, the
label distribution is unbalanced, as shown in Table I. We check
each annotator’s source annotation and observe that the mean
pooling labels are quiet different from source annotation in
all the sessions. For example, if two annotators labeled an
utterance as 2 and 4 respectively (such case is very common
in IEMOCAP), the mean pooling would treat it as 3, the
“medium” level, which is very different from the original
label. To handle such situation, fuzzy label strategy has been
designed to improve classification performance in previous
works [6, 21, 22]. Similar to their label generation strategy,
we use one-hot vector to represent each annotator’s annotation
and then compute the mean of these vector as fuzzy label. For
example, if three annotators label the utterance 2, 4 and 5,
we represent their annotation as vectors [1,0,0], [0,0,1] and
[0,0,1]. The final ground-truth label would be [0.33,0,0.67].
These fuzzy labels will not be transformed back into one-hot
vectors in training, but in validation and testing process, we
still take the dimension of maximum value as the correct label
(level high” in the example). If only two annotators label the
utterance and they hold different opinions, when the fuzzy
label would has a tie like [0.5,0.5,0], we will regard both two
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levels as the correct class.

Hyper-parameters: We set the crop width as 128, the same
as [6]. The X in Eq. 6 is set as 1. Sg and Sp is both set to
1. The quantity of utterances from AMI is 20000. The filter
size of convolutional layers is set as 5 with stride as 2. The
number of channels in the feature map generated in G is {512,
256, 128, 64} and {128, 256, 512, 1024} in D. The dropout
rate in D is 0.2 and batch size is set as 64. We apply Adam
algorithm with learning rate of 2e-4 to optimize the parameter.

C. Evaluation Metrics

For evaluation, we utilized a 5-fold leave-one-session-out
validation. Each fold takes four of the five session as the
training set and leaves one session for validation and test. This
one left-out session contains both male and female speakers.
So, we randomly split the session into validation set and
test set according to gender. Two common evaluation metrics
unweighted average recall (UAR) and Macro f1 [23] are used
for performance measurement. We use UAR to select the best
model on the validation set. The equation of UAR and Macro
fl is listed as follows:

n—1

1 Cir

var-Ly o
[ Zj:o Cij
1 n—1 B

MAP=-%" G ®)
iz > io Cij
1 2xUARx MAP

M 1=—
acro JL = X "G AR 1 MAP
where c is an nxn confusion matrix of which rows represent
real classification and columns represent predictions.

D. Compared Models

We design the following experimental setups and compare
the classification performance under different settings.
1) Fully-supervised Baseline: it is a fully-supervised uni-
modality classifier, which is equivalent to only using the
discriminator in the networks as shown Figure 2. We refer
to it as FSBase.
2) Multi-modality Fully-supervised Baseline: We combine
the two uni-modality fully-supervised baseline and apply con-
catenation fusion to implement a multi-modality baseline. We
refer it as MFSBase.
3) Semi-supervised Baseline: In this setup, we add more
training samples from the unlabeled corpus by using the
above FSBase classifier. We feed the unlabeled data into the
pre-trained fully-supervised baseline model to annotate the
unlabeled samples and then select those samples with high
classification confidence. We then finetune the fully supervised
baseline model with these new samples. We refer it as SSBase.
4) Semi-supervised with GANs: We use the generative adver-
sarial networks with consistency term as shown in Figure 2 to
build the semi-supervised model based on a single modality.
We refer to it as SSGAN.
5) Multi-modality Semi-supervised with GANs: We
build the multi-modality semi-supervised emotion recognition
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TABLE I
AROUSAL CLASSIFICATION PERFORMANCE IN UNI-MODALITY SETTING
ON THE TEST SET
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TABLE IV
VALENCE CLASSIFICATION PERFORMANCE IN UNI-MODALITY SETTING ON
THE TEST SET

Feature Model UAR MAF1
FSBase 65.16% 64.68%

Fbank SSBase | 65.43% | 65.00%
SSGAN | 65.61% | 65.47%

FSBase | 58.72% | 60.78%

FFT SSBase | 57.03% | 58.12%
SSGAN | 60.94% | 62.31%

FSBase | 54.11% | 54.72%

Dface SSBase | 54.23% | 55.02%
SSGAN | 56.40% | 55.85%

TABLE III

AROUSAL UAR SCORES ON THE VALIDATION SET AND THE TEST SET
WITH VISUAL AND ACOUSTIC FEATURES

Feature Model UAR MAF1
Chang et al. [6] | 49.80% -

FSBase 50.39% | 49.76%

Fbank SSBase 50.15% | 49.54%
SSGAN 51.15% | 51.64%

FSBase 47.10% | 47.46%

FFT SSBase 46.98% | 47.45%
SSGAN 4727% | 48.67%

FSBase 58.71% | 60.92%

Dface SSBase 58.88% 61.22%
SSGAN 61.78% | 62.97%

TABLE V

VALENCE UAR SCORES ON THE VALIDATION SET AND THE TEST SET
WITH VISUAL FEATURES

Modality | Model Val Test Gap
Acoustic FSBase | 65.07% | 65.16% | +0.09%
SSGAN | 66.16% | 65.61% | -0.55%
Visual FSBase | 57.31% | 54.11% | -3.20%
SSGAN | 58.23% | 56.40% | -1.83%

Modality Model Val Test Gap
Acoustic FSBase | 50.64% | 50.39% | -0.25%
SSGAN | 50.41% | 51.15% | -0.74%
Visual FSBase | 60.11% | 60.92% | -0.81%
SSGAN | 61.94% | 62.97% | +1.03%

model with GANs following the description in section III-C.
We refer to it as MSSGAN.

E. Experimental Results

Uni-modality Settings: We first present the experiment
results under the uni-modality setting. We compare the clas-
sification performance of different models with three types of
features. For the arousal classification task, shown in Table II,
the SSBase model gets a little higher UAR score compared
to the FSBase model (e.g. 65.43% vs 64.16% with Fbank). It
shows that adding high confident unsupervised data benefits
classification model. Furthermore, It needs to be noted that the
performance of visual features drops dramatically with all the
model. It indicates that acoustic cues are more informative than
visual cues for arousal. This result matches the phenomenon
discovered in previous emotion research [24, 25]. Additionally,
we discover that the gap of arousal UAR score between the
validation set and the test set with visual features is more
obvious than with acoustic features. In Table III, we report
the validation result and test result of arousal in both acoustic
and visual modalities. As we can see, the capacity of visual
model loses much in the process transferring from validation
set to test set. It may be caused by the fact that we split the
validation set and test set by gender and arousal expression is
quite different between male faces and female faces.

For the valence classification task, shown in Table IV,
SSBase does not always get better performance than FSBase
model. It demonstrates that simply adding unsupervised data
and adjusting the pre-trained model may disturb the parameter
and classification capacity. When we apply semi-supervised
generative adversarial strategy, the unsupervised data is used in
a correct way and boosts the model for a higher performance.
In this task, the visual features, on the contrary, are more
effective in classifying valence which agrees with the previous
research [26]. Table V shows the valence gap between the

validation set and the test set with visual features. The gap is
much smaller compared to that with acoustic features.

Multi-modality Settings: In Table VI and Table VII, we
present the multi-modality experiment results on arousal and
valence. For the arousal task, the multi-modality model per-
formances worse than the uni-modality model with acoustic
features in FSBase or SSGAN setup. It could be due to
the limited information in visual we mentioned above and
it disturbs the overall classification capacity. For the valence
task, the multi-modality model shows that two types of modal-
ity are complementary for valence classification and boosts
the performance. Compared with the result under FSBase
and SSGAN setups using different feature combination, the
improvement is all significant with the proposed approach
and it demonstrates the effectiveness of the semi-supervised
learning strategy.

Confusion Metrics Analysis: In Figure 4, we present
the confusion matrices comparison of valence prediction with

TABLE VI
AROUSAL CLASSIFICATION PERFORMANCE IN MULTI-MODALITY SETTING
ON TEST SET
Feature Model UAR MAFI1
MFSBase | 59.73% | 6092%
FET+Dface | \iosGAN | 62.94% | 62.49%
MESBase | 62.00% | 6242%
Foank+Dface | \1osGaN | 64.10% | 63.87%
TABLE VII
VALENCE CLASSIFICATION PERFORMANCE IN MULTI-MODALITY SETTING
ON TEST SET
Feature Model UAR MAFI
- MFSBase | 58.88% | 60.18%
FFT+Dface | \iosGAN | 6321% | 63.39%
MESBase | 61.82% | 62.96%
Foank+Dface | \1osGAN | 63.98% | 65.26%
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Fig. 4. Confusion matrices comparison with different modalities. We use Fbank and Dface feature to implement valence classification comparison experiment
as example. It demonstrates that multi-modality fusion strategy benefits the classification performance.
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Fig. 5. Confusion matrices comparison under different training setup. We take the comparison experiment with Dface features as example. It shows the

effectiveness of semi-supervised learning with GANs.

Fbank features and Dface features. All the results are based
on semi-supervised learning experiments with GANs. As we
can see, the prediction of acoustic model is very unbalanced
that majority of its prediction falls in low level. This problem
is alleviated with visual features and multi-modality features.
In the multi-modality setup, the improved performance over
that of the uni-modality systems is due to more accurate low
and high valence predictions. It can also demonstrate that
the two types of modalities are complementary for valence
classification. In Figure 5, we present the confusion matrices
comparison of valence prediction with Dface features under
different training setup. We can see that the confusion matrices
are almost the same between fully-supervised baseline model
and semi-supervised baseline model. It shows that simply
adding unlabeled data to finetune the fully-supervised model
can not effectively improve the classification capacity. When
we apply the algorithm of semi-supervised learning with
GAN:Ss on it, the performance of medium and high valence clas-
sification improves significantly. Although the performance of
low valence is decreased by the unlabeled data, the overall
performance becomes better as shown in Table IV. The results
show that semi-supervised learning with GANS is able to take
advantage of unlabeled data under limited supervised data
situation.

V. ABLATION STUDY

A. Unlabeled Data Quantity

To gain more insights about the impact of unlabeled data, we
analyze the classification performance change with different
quantity of unlabeled training data. We select the combi-
nation of Fbank and Dface features and conduct a multi-
modality semi-supervised valence classification experiment on
one of the 5-fold leave-one-session-out validation. To show
the impact of unlabeled data, we keep the hyper-parameter
unchanged except the number of unlabeled training data. We
train a fully-supervised model with 7936 supervised utterances
as baseline at first and then add 5000 unlabeled samples step
by step till all the 25000 unlabeled samples from the AMI
corpus are used.

The results are shown at Table 6. As we can see, the
performance of semi-supervised model gradually improves
with the increase of unlabeled samples at the beginning and
it reaches the peak when the quantity of unsupervised data
is nearly double the size of the supervised data. However,
if the unlabeled data quantity is more than 20000, which is
nearly triple the size of the supervised data, the performance
starts to drop. The change of UAR score and Marco f1 is
almost similar. This phenomenon suggests that the balance of
the labeled and unlabeled data plays an important role in semi-
supervised learning and the best quantity of unlabeled data in
our experiment is around 20000. Based on this analysis, the
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Fig. 6. Performance comparison between different quantity of unlabeled data.
The best size of unlabeled data in our experiment is 20000 unlabeled data
with around 8000 supervised training data. Too much unlabeled data harms
the model capacity

quantity of unlabeled data we reported above are from the
setup using 20000 unlabeled samples.

B. Unlabeled Data Normalization Strategy

In common semi-supervised learning scenario, supervised
and unsupervised data is acquired in same configurations. But
the annotator only annotate a little part of data and remain
the rest part of it unlabeled because the corpus is too large
to be covered (e.g. for a corpus contains more than 2 billion
images, the annotators only label 20000 images to implement
semi-supervised learning). In this situation, it’s obvious that
two types of data can be normalized with the same standard
such as mean, variance. However in this work, supervised and
unsupervised data is acquired from two different corpus and
they are collected in totally different settings. Under this con-
sideration, we want to know the best way for unlabeled dataset
normalization. We design 3 types of Z-score normalization
settings to investigate the influence on performance as follows.
1) no normalization: only compute the mean and variance of
each feature dimension on the labeled training set, and then use
them to normalize the labeled training, validation and testing
sets, while no normalization is applied on the unlabeled data.
2) self-normalization: compute the mean and variance of each
feature dimension on labeled and unlabeled data respectively
and then normalize each feature dimension into N (0, 1) Gaus-
sian distribution respectively.

3) shift-normalization: only compute the mean and variance
of each feature dimension on the labeled data and use it to
normalize both labeled and unlabeled data.

4) combine-normalization: combine the labeled training set
and unlabeled data and compute the mean and variance of
each feature dimension and then use them to normalize both
the labeled and unlabeled data.

We select the Dface feature and SSGAN setup to implement
valence classification experiments. The results are shown in
Figure 7. The bad performance of combine-normalization and
shift-normalization demonstrates the difference is significant

18-21 November 2019, Lanzhou, China
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Fig. 7. Performance comparison of different normalization strategies.
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Fig. 8. Confusion matrices comparison with and without normalization on
unlabeled data.

between IEMOCAP and AMI corpus. And to our surprise,
the model with no normalization on unlabeled data performs
the best. We further check their confusion matrices shown in
Figure 8. As we can see, more prediction shifts to low level af-
ter normalization. It indicates that this processing narrows the
difference between unlabeled data and confuses the classifier
to output more medium level prediction. This investigation
suggests that normalization is not always necessary and it
depends on the real situation.

C. Faces Deformation

During the face extraction process for [IEMOCAP mentioned
in section IV-B, we noticed the phenomenon that we can
capture the frontal view of the left person but only get the side
face of the right person in most cases because of the camera
position. We present an example in Figure 9. To gain more
insight of the impact of this factor, we compute the accuracy
of two types of face respectively based on result of visual semi-
supervised experiment with GANs. Shown in Table VIII, the
performance on frontal faces is significantly better than the
side one. The analysis also indicates that the performance of
emotion recognition model trained on standard frontal faces
can be better.

VI. CONCLUSION

We investigate effectiveness of the improved semi-
supervised learning method with GANs on emotion recogni-
tion. Extending the uni-modality approach in previous work,
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Fig. 9. Taking a frame from one of the videos as an example. We can capture
the frontal view of the left person but only get the side face of the right person

at most of time because of the camera position.
TABLE VIII

PERFORMANCE COMPARISON OF TWO TYPES OF FACES. THE PREDICTION
ON FRONTAL FACES IS SIGNIFICANTLY BETTER THAN SIDE FACES.

Type correct | wrong | Accuracy
Frontal face 1686 877 65.78%
Side face 1441 924 60.93%

we propose a multi-modality network structure to implement
semi-supervised emotion recognition with acoustic and visual
modalities. Extensive experiments demonstrate that unlabeled
data and multi-modality fusion strategy both benefit the classi-
fication performance. We further conduct several comparison
experiments to analyze the influence of unlabeled data quantity
and normalization on the recognition performance. In the
future, we will further explore other modalities to optimize
the semi-supervised training process on emotion recognition.
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