Age and Gender Recognition Using Multi-task CNN
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Abstract—The investigation into age and gender identification has been receiving more attention from researchers since social and multimedia networks are becoming more popular nowadays. Recently published methods have yielded quite good results in terms of accuracy but have also proven to be ineffective in real-time applications because the models were too complicated. In this paper, we propose a lightweight model that can classify both age and gender. The number of parameters used in this model is 5 times less than existing models. Experiment results show that the accuracy of the proposed model is equivalent to state-of-the-art methods, while the speed of age and gender recognition decreases by 4 times on the Audience benchmark.

I. INTRODUCTION

Image processing and computer vision are two popular fields with many applications in the real world. For example, Alex et al. [1] proposed a model using Convolutional Neural Network (CNN) and won the ImageNet Large Scale Visual Recognition Challenge with 15.3% for the top-5 test set error rate in 2012. In 2013, Zeiler et al. [2] proposed a model with the name ”ZFNet” and reduced the top-5 error from 15.3% to 14.8%. GoogleNet (Inception) and VGGNet was proposed in 2014 with top-5 errors of 6.67% and most7.32% respectively. At the ILSVRC in 2015, Kaiming He proposed ResNet, which is a novel architecture with skip connections and features heavy batch normalization. It achieves a top-5 error rate of 3.57% which is better than human performance. In the multi-object detection problem, there were many proposed models in recent years such as Faster R-CNN, R-FCN, SSD, FPN, RetinaNet, and YOLOv3, etc. In addition, the deep learning technique has been successfully applied to many other problems likes face recognition, image captioning, semantic image segmentation.

The face is a part of the human body and a detailed face annotation might include a lot of different information such as age, gender, emotional state, and ethnicity. Age and gender are two of the key facial attributes, they are useful for many applications in social interactions. Age and gender estimation systems from a single face image are used a lot in intelligent applications in social interactions. Age and gender estimation are two of the key facial attributes, they are useful for many applications such as marketing intelligence, recommendation, and computer interaction. This is a challenging issue and has great practical significance even for humans, very difficult to predict exactly the age of a person because younger people may look older than some older people and vice versa. Over the last decade, there were many proposed methods used image transformations, statistical techniques, feature extraction techniques and/or machine learning to estimate age and gender. More recently, popular deep learning techniques can achieve promising accuracy in age estimation. For example, Levi and Hassner [3] proposed a network model in 2015 using CNN with 50.7% and 86.8% accuracy for age and gender classification, respectively. Lapuschkin et al. [4] applied GoogleNet, CaffeNet and VGG-16 models for age and gender classification problem on Adience benchmark. The best result in their paper is VGG-16 with 138M parameters, VGG-16 is achieved 62.8% accuracy for age classification and 92.6% accuracy for gender classification. Duan et al. [5] proposed a model with combining between CNN and Extreme Learning Machine (ELM) and CNN-ELM model is achieved 52.3% and 88.2% accuracy for age and gender classification on Adience benchmark. However, most of the proposed methods are single-task learning that means each task is processed separately. Recently, new approaches involving the use of multi-task learning enable learning shared representations and keep correlations between tasks. In addition, to improve accuracy, models are usually built more complex with deeper layers, more parameters, but in many real world applications such as self-driving car, the recognition tasks need to process in the real-time. Therefore, to build a multi-task model with efficient network architecture is a challenging problem.

In this paper, we present a new multi-task model using CNN with the number of parameters in the range of 0.9M. The age classification accuracy is 66.82%, and gender classification accuracy is 87.07% for proposed model. With a lower number of parameters, our lightweight model can easily perform on mobile or embedded devices. Our key contributions are: (1) Build a lightweight model to solve the multi-task problem (age and gender classification). (2) The result of this paper shows that the method performs well in terms of accuracy and also reduce the number of parameters, which helps to improve the running time of the model.

The remainder of the paper is organized as follows. Section 2 provides a review of the related work. The lightweight multi-task model is proposed in Section 3 which also includes the network architecture, loss function, and the training/testing procedure. The experimental results, comparisons and com-
ponent analysis are presented in Section 4 and the final the conclusions are given in Section 5.

II. RELATED WORK

A. Depthwise Separable Convolutional Neural Networks

Instead of using standard convolution, Depthwise Separable Convolutional Neural Networks uses 2 operations include: Depthwise convolution and Pointwise Convolution to reduce the number of parameters used and computational cost. Depthwise Separable Convolutional Neural Networks [6] is the special technique and usually used in Mobilenet [6] and Mobilenet v2. [7].

From input layer with $D_F \times D_F \times M$ where $D_F \times D_F$ can be the image size and $M$ is the number of channels. With standard convolution, we use $N$ filters with kernel size of each filter is $D_K \times D_K \times M$, the output size will be $D_P \times D_P \times N$. Standard convolutions have the computational cost of:

$$D_K \times D_K \times M \times N \times D_F \times D_F$$  \hspace{1cm} (1)

With Depthwise Separable Convolution is broken down into 2 operations. In depth-wise operation, convolution is applied to a single channel at a filter per each input channel. Depthwise convolution has a computational cost of:

$$D_K \times D_K \times M \times D_F \times D_F$$  \hspace{1cm} (2)

In point-wise operation, a $1 \times 1$ convolution operation is applied on the $M$ channels. point-wise operation has a computational cost of:

$$M \times N \times D_F \times D_F$$  \hspace{1cm} (3)

Comparison between the complexities of the Depthwise Separable Convolution and standard Convolution:

$$\frac{D_K \times D_K \times M \times D_F \times D_F + M \times N \times D_F \times D_F}{D_K \times D_K \times M \times N \times D_F \times D_F}$$  \hspace{1cm} (4)

If we use $3 \times 3$ kernel size for Depthwise Separable Convolution, then the computational cost will be reduced 8 to 9 times less than standard convolutions.

B. Age classification

The age classification is one of the most popular problems in computer vision. Classifying age from facial images was first introduced by Kwon et al. Then Ramanathan and Chellappa proposed an improvement from Kwon’s method. These traditional methods for age estimation are based on calculating ratios between different measurements of facial features. However, the methods are not suitable to distinguish the adults due to they are very sensitive to head pose. Another approach, Cootes and Edwards [8] proposed an active appearance model (AAM) to represent the face image. The AAM model can classify different age groups by using shape and texture information together. This is an advantage of AAM compare with previous methods. Then Geng et al. [9] proposed an AGing pattErn Subspace (AGES) model which was used to estimate age automatically. Although these methods have shown many advantages. However, this method needs a large number of cross-age images of one person, so that these approaches are not suited for many practical applications. After 2007, there were many proposed methods such as Gabor [10], Local Binary Patterns (LBP) [11], Spatially Flexible Patch (SFP) [12], and BIF [13]. Based on these features extractive techniques, machine learning methods are used to predict the age from an input image. [13] and [14] used SVM to age classification and SVR [15], PLS [16], and CCA [17] were used to age prediction. In recent year, many Deep Neural Network (DNN) models were proposed. For example, Levi and Hassner [3] proposed the first DNN model for the age and gender classification problem in 2015. In 2016, Zhu et al. [18] proposed a lightweight model to improve the age classification performance. Lapuschkin et al. [4] applied GoogleNet, CaffeNet and VGG-16 models for age and gender classification problem on Adience benchmark. Last year, Duan et al. [5] proposed a model with combining between CNN and ELM.

C. Gender classification

Golomb et al. [19] were some of the early researchers who proposed the model to classify gender based on neural network. Lyons et al. [20] built the model based on principal component analysis (PCA) and linear discriminant analysis (LDA) to predict gender. SVM was used by Moghaddam and Yang [21] for gender classification. Baluja and Rowley [22] based on AdaBoost to predict the gender from facial images. Although all of the methods mentioned above have a lot of advantages and achieved high performance. However, they were evaluated on constrained images dataset such as FERET, MORPH, FG-NET, the results on the all benchmarks show that they are not challenging for new methods. Eидinger et al. [14] not only designed a classification pipeline to classify gender but also presented new and extensive benchmarks named Adience to study age and gender classification. The Adience benchmark has often been used to compare results among recently proposed models because images in the Adience benchmark are more challenging than the old benchmarks mentioned above. The same with age classification, the models from [3], [18], [4], [5] also are built and evaluate the performance on gender classification.

Although all DNN models above have achieved a good result on performance. But the architecture of them are very complex with a lot of hidden layers and they are single-task models that mean we have two models with the same architecture but different about weights for age and gender classification, respectively. In order to this problem, we propose a multi-task deep model with a number of parameters and number of hidden layers very low, which conform with mobile and embedded devices.
A. Multi-task learning

Multi-task learning has been applied successfully across all applications of machine learning, such as computer vision, natural language processing, and speech recognition. Multi-task learning has many techniques include: joint learning, learning to learn, and learning with auxiliary tasks. In the Deep Learning field, multi-task learning has two types is either hard or soft parameter sharing of hidden layers. In this paper, we build the model based on hard parameter sharing of hidden layers. This is the most commonly used approach to Multi-task learning in DNNs [23]. In hard parameter sharing of hidden layers, most of the hidden layers will be shared between all tasks, only the output layers are different. [24] proved hard parameter sharing greatly reduces the risk of overfitting.

B. Model Architecture

Our proposed model is shown in Figure 1. The model is divided into three main stages: Convolution, Depthwise Separable Convolution, and Fully Connected stage. In the first stage, we use standard CNN because in this state, the size of the filter matrix on each layer is not too big and we need to obtain more new features than the following state. All the operations in this stage include Convolution (Conv) + Batch Normalization (BN) + Rectified Linear Unit (ReLU) + Max Pooling (MaxPool) + Drop out (Dropout). In the second stage, Depthwise Separable Convolution is used to replace for standard Convolution to reduce size and complexity. All the operations in this stage include Depthwise convolution (DepthConv) + Batch Normalization (BN) + ReLU6 + Pointwise Convolution (1x1 Conv) + Batch Normalization (BN) + ReLU6. Finally, Fully Connected Box is used with Global Average Pooling (GA Pooling) and Fully Connected (FC) operations. More detail about model is present in Table I (we remove some operations with none hyperparameter or only one hyperparameter such as ReLU, GA Pooling, FC (number of units = 512) and dropout (drop rate = 0.25).

C. Training and Testing

Initialization. The input RGB images are downsampled to the resolution of $64 \times 64$. The weights of all layers are initialized with Xavier uniform initializer and the bias of all layers are initialized to zeros. The target is a vector $y$ with two values, the first value is the estimate for age and the second value is the estimate for gender.

Loss. Suppose we have $N$ training samples, and $T$ tasks ($T = 2$ in this problem). We assign $\hat{y}$ as the output vector from the model. The loss function is calculated in Equation 5.

$$L(w, b) = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} ||y^t_i - \hat{y}^t_i||_2^2$$

(5)

where $w$ and $b$ represents the corresponding network parameters. We use $L_2$ norm regularization to penalizes the complexity of $w^{[l]}$ to avoid model overfitting with $w^{[l]}$ as the parameters of layer $l$. $L_2$ norm is formulated as:

$$L_2 = \lambda \sum_{l=1}^{L} ||w^{[l]}||_2^2$$

(6)

where $\lambda$ is the regularization parameter. In our work, $\lambda$ is set to 0.001. From Equation 5 and Equation 6 we construct the cost function in Equation 7.

$$J(w^{[l]}, b^{[l]}) = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} ||y^t_i - \hat{y}^t_i||_2^2 + \lambda \sum_{l=1}^{L} ||w^{[l]}||_2^2$$

(7)

In the testing phase, our model can directly estimate the result of both age and gender from an input image by forwarding the network.

IV. EXPERIMENT AND RESULT

A. Dataset and Setting

As mentioned in Section 2.2, we use the Adience benchmark from [14] to test and evaluate the model. Adience dataset is mainly constructed for age and gender recognition. The dataset contains 26K images of more than 2K different people and
each image has resolution of $816 \times 816$. Most images from the dataset are automatically uploaded to Flickr and they are directly collected from mobile devices without prior manual filtering. The dataset categorizes the subjects into 8 groups based on the age in years: 0-2, 4-6, 8-13, 15-20, 25-32, 38-43, 48-53, 60 and above. Figure 2 is an example of images with poor lighting conditions, facial obstructions, extreme variations in head poses etc. Our model is trained from scratch with Adam optimizer function. Training images are split into multiple parts with a batch size of 32 images and learning rate of 0.001. We use five-fold cross-validation to obtain the recognition accuracies of both age and gender. The results are compared with respect to accuracy and efficiency with four state-of-the-art methods in [3], [4], [18], [5].

### B. Results and Comparison

As can be shown in Table II, the result of our model is compared with AdienceNet [3], Lightweight [18], CaffeNet [4], GoogleNet [4], VGG-16 [4] and CNNELM [5]. Experiment results show that the accuracy of our model is 4% higher than the best state-of-the-art method in age classification. In gender classification, the accuracy of our model is 5% lower than deeper models such as VGG-16. The results indicate that, our model extracts features corresponding to age rather than gender. Table III shows the number of parameters used in each model. Our model used just 0.9M parameters, which is 4.4 times lower with GoogleNet, 6.7 times lower than Best [18] and 10 times lower than AdienceNet [3]. We compared with AdienceNet [3] and Best [18] since these are also the lightweight models with shallow-layer and a low number of parameters. We rebuild the models and executed them on the machine with 3.6GHz CPU and no GPU. The AdienceNet and Best models required 0.64 and 0.48 seconds, respectively, to estimate the age and gender from an image. On the other hand, our model only required 0.08 seconds to perform the same task. On a mobile phone, our model runs 4 and 6 times faster when compare with AdienceNet and Best, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Age</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdienceNet [3]</td>
<td>50.7% ± 5.1%</td>
<td>86.8% ± 1.4%</td>
</tr>
<tr>
<td>Lightweight [18]</td>
<td>46.0% ± 0.6%</td>
<td>86.0% ± 1.2%</td>
</tr>
<tr>
<td>CaffeNet [4]</td>
<td>54.3%</td>
<td>90.6%</td>
</tr>
<tr>
<td>GoogleNet [4]</td>
<td>58.5%</td>
<td>91.7%</td>
</tr>
<tr>
<td>VGG-16 [4]</td>
<td>62.8%</td>
<td>92.6%</td>
</tr>
<tr>
<td>CNN-ELM [5]</td>
<td>52.3% ± 5.7%</td>
<td>88.2% ± 1.7%</td>
</tr>
<tr>
<td>Our Model</td>
<td>66.8% ± 1.0%</td>
<td>87.1% ± 0.7%</td>
</tr>
</tbody>
</table>

### V. Conclusion

In this paper, we have proposed a novel approach to combine Convolutional Neural Network and Depthwise Separable Convolution towards the construction of a lightweight multitask model. The new model requires fewer parameters, yet it provides better performance than existing models. The proposed model facilitates age and gender identification in real time and on mobile devices.

In the near future, we plan to improve the accuracy of the model, especially in gender identification. In addition, we will
also apply our model to other problems related to computer vision and image processing.
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