Decomposition of Covariance Matrix
Using Cascade of Trees
Navid Tafaghodi Khajavi and Anthony Kuh
Department of Electrical Engineering,
University of Hawaii at Manoa, Honolulu, HI 96822
Email: navidt@hawaii.edu, kuh@hawaii.edu

Abstract—We are looking at the statistical model approximation for jointly Gaussian random vectors. To do so, we are using a cascade of linear transformations that go beyond tree approximations. Here, we propose an algorithm which incorporates the Cholesky factorization method to compute the decomposition matrix and thus can approximate a simple graphical model using a cascade of the Cholesky factorization of the tree approximation transformations. The Cholesky decomposition keeps the sparsity pattern of the inverse decomposition and thus reduces computations for the tree structure linear transformation at each cascade stage of the algorithm. This is a different perspective on the approximation model, and algorithms such as Gaussian belief propagation can be used on this overall graph. We conclude with some simulation results.

I. INTRODUCTION

Learning from high dimensional data in systems with complex models requires computational power which is not always available. In many cases, these complex systems and models are composed of multiple simpler models. Thus, a natural approach to understand the behavior of these systems is to decompose the system into simpler, yet informative model components. Doing so often translates into compromising the model accuracy versus its complexity. This paper specifically looks at Gaussian models and examines approximations based on the covariance matrix. The goal here is to approximate a decomposition of the covariance matrix using a cascade of simple and sparse models. The decomposition to simple components is useful for developing efficient estimation and inference algorithms for various applications. One such example is statistical model selection where given data, different algorithms impose different structure to model data [1].

Many engineering and computer science applications require using graphs to model dependencies between nodes of the graph. These applications include a diversity of areas from social networking to biomedical applications to transportation models to energy models. For these applications graphs must be approximated by simpler structures to reduce computational complexity. Here we briefly discuss an energy application. An electric distribution grid with measurements, distributed renewable energy sources, and decision making capabilities is referred to as the smart grid [2]. Smart grids often have large number of states (e.g. node voltages) making it computationally inefficient to gather the data and perform central state estimation in real-time fashion. Moreover, central state estimation requires many communication links between sensors on the distribution grid resulting in large costs. In contrast, distributed state estimators can give reasonably good estimates for large power grid systems in real-time while decreasing the number of necessary communications links. This fact causes a trade off between calculation time and accuracy of estimation. The distributed state estimation method over a factor graph based on loopy Gaussian BP proposed in [3] can perform in real-time fashion. To assure the convergence of loopy Gaussian BP algorithm, [3] considers simple models of the distributed renewable energy sources by approximating covariance matrices of the distributed renewable energy sources with simpler covariance matrices that have tree-like structures. However tree-like structures are poor approximates when the number of nodes is large [4] leading us to consider more complex graphical structures.

In this paper, we are generalizing a single-tree approximation algorithm using a sequence of tree approximations for sparse model approximation. The tree structure model is considered since this structure is simple and the optimal solution that minimizes the KL divergence can be easily computed using the Chow-Liu algorithm [5]. We use the Cholesky decomposition to factor the tree structured covariance matrix at each stage of the algorithm. We perform some simulations to confirm the results of this paper by looking at synthetic and real data and compare the performance of the proposed framework by comparing KL divergences. We also consider the singular value decomposition (SVD) and compare its performance to the Cholesky decomposition. Our simulation results also confirm the advantages of the cascade tree framework.

The rest of this paper is organized as follows. In section II we provide a summary of the Gaussian tree approximation. The Gaussian model approximation as a transformation is also discussed in this section. Section III presents the theory behind the proposed covariance matrix decomposition. This Section also outlines a greedy algorithm which is based on the symmetric CAM, the tree approximation algorithm and its Cholesky decomposition. Section IV provides some simulations over synthetic examples as well as a real solar data example from the island of Oahu obtained from NREL website data and investigates the quality of the proposed model approximation by using the KL divergence. Finally, Section V summarizes results of this paper.

Notation: Upper case and lower case letters denote random variables and their realizations, respectively; under-
In the tree approximation, we want to approximate a multivariate distribution by the product of lower order component distributions [6]. Let \( X \sim \mathcal{N}(0, \Sigma) \) (i.e. jointly Gaussian with mean 0 and covariance matrix \( \Sigma \)) where \( X \in \mathbb{R}^n \) have the graph representation \( G = (\mathcal{V}, \mathcal{E}) \) where sets \( \mathcal{V} \) and \( \mathcal{E} \) are the set of all vertices and edges of the graph representing \( X \). Let \( X_T \sim \mathcal{N}(0, \Sigma) \) have the graph representation \( G_T = (\mathcal{V}, \mathcal{E}_T) \) where \( \mathcal{E}_T \) is a set of edges that represents a tree structure. The joint probability density function can be represented by joint pdfs of pairs of variables and marginal PDFs in the following convenient form

\[
\begin{align*}
    f_{X_T}(x) &= \prod_{(u,v) \in \mathcal{E}_T} \frac{f_{X_{u,v}}(x_u, x_v)}{f_{X_u}(x_u)f_{X_v}(x_v)} \prod_{o \in \mathcal{V}} f_{X_o}(x_o).
\end{align*}
\]

**Definition 1.** Let \( \mathcal{T}_\Sigma \) denote the set of all positive definite covariance matrices with following properties:

1. These covariance matrices have tree structured Gaussian graphical models;
2. Picking any covariance matrix in this set, \( \tilde{\Sigma} \in \mathcal{T}_\Sigma \), the Gaussian distributions \( \mathcal{N}(0, \Sigma) \) and \( \mathcal{N}(0, \tilde{\Sigma}) \), i) have the same marginal distributions, i.e. diagonal coefficients of \( \Sigma \) and \( \tilde{\Sigma} \) are equal, and ii) have the same joint distribution of pairs of variables over the tree structured graph, \( G_T \), i.e. covariances of \( \tilde{\Sigma} \) and \( \Sigma \) over the tree are equal.

In the above definition \( \mathcal{N}(0, \tilde{\Sigma}) \) obeys the product rule given in (1). Also, note that, the cardinality of the set \( \mathcal{T}_\Sigma \) is finite [7] since the number of all possible tree structured graphs with \( n \) nodes is finite.

**Definition 2.** The KL divergence between two multivariate continuous distributions \( p_X(X) \) and \( q_X(X) \) is defined as

\[
    D(p_X||q_X) = \int_X p_X(x) \log \frac{p_X(x)}{q_X(x)} \, dx
\]

where \( X \) is the range of vector \( x \).

Chow-Liu MST method [5], was initially proposed for approximating the joint distribution of discrete variables by product of lower order distributions similar to (1) which involves no more than the pair of variables. The proposed KL divergence is used to quantify the distance between any distribution and its tree structure approximation.

The Chow-Liu MST algorithm for Gaussian distributions, minimizes the following optimization problem in order to find the optimal tree structured covariance matrix, \( \Sigma_T \in \mathcal{T}_\Sigma \)

\[
    \Sigma_T = \arg \min_{\Sigma \in \mathcal{T}_\Sigma} D \left( f_{X_T}(x||\Sigma) \right) = f_{X_T}(x||\Sigma_T).
\]

Here, \( D^* \triangleq -\frac{1}{2} \log(|\Sigma \Sigma_T^{-1}|) \) is the minimum possible KL divergence in (2) which is the distance between the given distribution and its optimal tree approximation. It is shown in [5] that the optimal solution for this problem 2 can be found efficiently using greedy algorithms [8], [9]. Their algorithm can be easily generalized for approximating the optimal tree structure of the joint distribution of Gaussian variables using equation (1) by adding edges one at a time [10]. In other words, given the knowledge of \( \Sigma \), the Chow-Liu algorithm can efficiently compute the optimal solution, i.e. \( \Sigma_T = \text{chowliu}(\Sigma) \).

**B. Gaussian model approximation as a transformation**

Any zero-mean multivariate Gaussian distribution such as \( \mathcal{N}(0, \Sigma) \) where \( \Sigma \) is the covariance matrix, can be obtained through a linear transformation of the multivariate standard normal distribution, \( \mathcal{N}(0, I) \), where \( I \) is the identity matrix. Moreover, the decomposition matrix \( C \) is any square matrix that factors the covariance matrix \( \Sigma \) as \( \Sigma = CC^T \). In this scenario, the decomposition matrix \( C \) is also the transformation matrix. Let’s assume that the desired model covariance matrix, \( \Sigma_M \) and its decomposition matrix, \( C_M \), i.e. \( \Sigma_M = C_M C_M^T \), are given. Then, the model distribution \( \mathcal{N}(0, \Sigma_M) \) is the transformation of the multivariate standard normal distribution. However, to generate the Gaussian distribution with covariance matrix, \( \mathcal{N}(0, \Sigma) \), using the model decomposition matrix, \( C_M \), the input distribution has to have a certain covariance matrix, \( \Delta \). This covariance matrix is called the symmetric correlation approximation matrix and is defined as \( \Delta = C_M \Sigma C_M^T \).

We will give a formal definition for the symmetric CAM in section III where we consider cascade of tree approximation decompositions for graphical model approximation.

**III. CASCADE OF TREE DECOMPOSITIONS PRINCIPLE**

In this section, we focus on the cascade of trees framework for model selection. We formulate the problem by considering the tree approximation as a transformation and we use multiple stages of these cascade trees to do model approximation.

Let \( \Sigma = CC^T \) and \( \Sigma_T = C_T C_T^T \) be the tree approximation of \( \Sigma \) where decomposition matrices, \( C \) and \( C_T \) are square-roots of the covariance matrices, \( \Sigma \) and \( \Sigma_T \), respectively. Without loss of generality, in the rest of this paper, we look at the zero-mean Gaussian distributions with normalized
covariance matrix \( \Sigma \), i.e. covariance and correlation matrices are the same. Factoring covariances enable us to look at the problem as a transformation, as shown in figure 1.

**Definition 3.** The symmetric correlation approximation matrix (CAM) for the tree approximation model is defined as \( \Delta \hat{=} C_{T}^{-1} \Sigma C_{T}^{-T} \) where \( C_{T} \) is a square-root of \( \Sigma_{T} \). 

The symmetric CAM for each step of the cascade tree algorithm is also defined using the transformation matrix \( C_{T_{i}} \) and the previous step symmetric CAM.

**Definition 4.** The symmetric correlation approximation matrix for the i-th step of the cascade tree approximation is defined as \( \Delta_{i} \hat{=} C_{T_{i}}^{-1} \Delta_{i-1} C_{T_{i}}^{-T} \) where \( \Delta_{i} \hat{=} \Sigma_{i} \) and \( \Sigma_{T_i} \hat{=} C_{T_i}^{-1} C_{T_i}^{-T} \) where \( C_{T_i} \) is a square-root of the i-th step covariance matrix, \( \Sigma_{T_i} \). 

The construction is done by finding a tree approximation and then using a linear transformation applied to \( X \) to remove the tree approximation to get the residual vector \( Z_{i} \). This procedure is then repeated \( i \) times to get the residual vector \( Z_{i} \). Let \( X_{T_{i}} \sim \mathcal{N}(0, \Sigma_{T_{i}}) \) be the tree approximation distribution for the residual random vector \( Z_{i} \sim \mathcal{N}(0, \Delta_{i-1}) \) where \( \Delta_{i-1} \) is the tree approximation covariance matrix for \( \Delta_{i-1} \), i.e. \( \Sigma_{T_{i}} = \text{chowliu}(\Delta_{i-1}) \).

**Remark:** For all \( i \geq 1 \), \( \text{tr}(\Delta_{i}) = n \). Trace of the CAM, \( \Delta_{i} \) is equal to \( n \), since the covariance matrix \( \Sigma_{T_{i}} \) at each iteration is obtained by the Chow-Liu algorithm and thus satisfies the covariance selection rules [11], i.e. \( \text{tr}(\Delta_{i-1} - \Sigma_{T_{i}}) \Sigma_{T_{i}}^{-1} = 0 \) and thus \( \text{tr}(\Delta_{i-1}^{-1}) = n \).

If we just use one tree, \( C_{T_{i}} \) we have a tree approximation. For a cascade of \( l \) trees the approximation model is constructed using a backwards algorithm via the following cascade of linear tree approximations: \( (C_{T_{i}} C_{T_{2}} \ldots C_{T_{l}})(C_{T_{l}} C_{T_{2}} \ldots C_{T_{i}})^{T} = \Sigma_{M_{l}} \). We also have following properties in lemma 1 and lemma 2.

**Lemma 1.** Let \( W \sim \mathcal{N}(0, I) \), then

(a) \( D(f_{X}(x) || f_{X_{M_{1}}}(z)) \leq D(f_{Z}(z) || f_{W}(w)) \),
(b) \( D(f_{Z}(z) || f_{X}(x)) \leq D(f_{Z}(z) || f_{W}(w)) \),

where in (b) equality happens when \( f_{Z}(z) = f_{W}(w) \), i.e. \( \Delta_{i-1} = I \).

**Lemma 2.** KL divergence upper bound.

\[
D(f_{X}(x) || f_{X_{M_{l}}}(z)) \leq D(f_{X}(x) || f_{X_{M_{l-1}}}(z))
\]

\( Z_{0} \sim \mathcal{N}(0, \Sigma) \).

with equality only happens if \( \Delta_{i-1} = I \).

**Proof.**

\[
D(f_{X}(x) || f_{X_{M_{1}}}(z)) \leq D(f_{Z}(z) || f_{W}(w)) \\
\leq D(f_{Z}(z) || f_{X_{T_{i}}}(z)) \\
\leq D(f_{Z}(z) || f_{W}(w)) \\
= D(f_{X}(x) || f_{X_{M_{l-1}}}(z))
\]

where (a) and (d) are because of the invariance of KL divergence between Gaussian distributions to the transformation; (b) and (c) follow from lemma 1. Equality in (c) holds if \( f_{Z}(z) = f_{W}(w) \).

**Theorem 3.** The Cascade tree decomposition transformation. As the number of cascade trees, \( i \), increases, the KL divergence between the distribution of \( X \) and the model distribution monotonically decreases.

In order to use the cascade tree transformation decomposition framework, we need to first, find the optimal Chow Liu tree, and then perform the Cholesky decomposition such that it preserves the tree graph structure. One can compute the symmetric CAM at each iteration of a greedy algorithm to efficiently find the optimal tree structure covariance matrix.

### IV. Simulation Results and Discussion

In this Example, the covariance matrix is calculated based on datasets presented in [12]. The Oahu solar measurement grid dataset is obtained from the National Renewable Energy Laboratory (NREL) website [13]. This dataset consists of 19 sensors (17 horizontal sensors and two tilted sensors). For this dataset we normalized using standard normalization method and the zenith angle normalization method [12]. From the data obtained from these 19 solar sensors at the island of Oahu, we computed the spatial covariance matrix during the summer season at 12:00 PM averaged over a window of 5 minutes.

Figure 1 plots the gray scaled, sparsity pattern for the inverse of the Oahu solar measurement grid covariance matrix and various approximations of it. The top left plot shows the inverse of the original normalized covariance matrix while the bottom left plot indicates the first stage of the cascade tree approximation or the optimal Chow-Liu approximated model. The top middle plot shows the inverse of the second approximated model while the plot on the bottom middle indicates the inverse of the second stage tree approximation. The plot on the top right indicates the sparsity pattern of the inverse of third approximated model, while the bottom right plot shows the third stage tree approximation.

Figure 2 plots the log-scaled KL divergence between the distribution of the random vector \( X \) and the distribution of the model distribution after the i-th step of the cascade trees approximation with respect to the number of cascade trees transformation that are used in the approximation, \( i \). This
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Fig. 1. Gray scaled, sparsity pattern for the inverse of the covariance matrix generated using the Oahu solar measurement grid dataset. **Top left:** Original normalized covariance matrix, **Bottom left:** first stage tree approximation and first model, **Top middle:** second approximated model, **Bottom middle:** second stage tree approximation. **Top right:** third approximated model, **Bottom right:** third stage tree approximation.

The figure compares the performance of the proposed cascade trees approximation with different decomposition choices with the optimal star tree approximation. This figure also plots the result of the cascade trees framework with different decompositions such as the Cholesky $LL^T$ (keep the sparsity), the Cholesky $UU^T$ (does not keep the sparsity) and the SVD. From figure 2 we see that three of the decomposition transformations perform similarly with the star decomposition transformation performing the worse. If we compare the Chow-Liu tree to a cascade of two trees/ three trees the KL divergence decreases by respectively more than 50%/ 80%. By using the Chow-Liu algorithm to produce trees and then using the Cholesky factorization in general, this algorithm performs well as the KL divergence decreases relatively quickly. However, by using the star network systematically on all nodes except one we can guarantee that the cascade algorithm converges to the model after $n - 1$ steps.

V. CONCLUSION

We look at the graphical model as a transformation and introduce a general framework to do model approximation for graphical models. We present results that guarantees the convergence of the proposed model approximation using the cascade of tree decompositions. We present a backward construction method combined with the Cholesky factorization. We confirm theoretical results using the examples provided in the simulation section where we look at synthetic and real data and compare the performance of the proposed framework by comparing KL divergences.
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