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Abstract— Ontology is a kind of representation used to 
represent knowledge in a form that computers can derive the 
content meaning. The purpose of this work is to automatically 
populate an ontology using deep neural networks for updating an 
ontology with new facts from an input knowledge resource. In this 
study for automatic ontology population, a bi-LSTM-based term 
extraction model based on character embedding is proposed to 
extract the terms from a sentence. The extracted terms are 
regarded as the concepts of the ontology. Then, a multi-layer 
perception network is employed to decide the predicates between 
the pairs of the extracted concepts. The two concepts (one serves 
as subject and the other as object) along with the predicate form 
a triple. The number of occurrences of the dependency relations 
between the concepts and the predicates are estimated. The 
predicates with low occurrence frequency are filtered out to 
obtain precise triples for ontology population. For evaluation of 
the proposed method, we collected 46,646 sentences from 
Ontonotes 5.0 for training and testing the bi-LSTM-based term 
extraction model. We also collected 404,951 triples from 
ConceptNet 5 for training and testing the multilayer perceptron-
based triple extraction model. From the experimental results, the 
proposed method could extract the triples from the documents, 
achieving 74.59% accuracy for ontology population. 

I. INTRODUCTION 

An ontology is a kind of representation of knowledge, which is 
machine-interpretable and searchable. Nowadays, there are 
many ontology languages describing the ontology, and one of 
the widely used ontology languages is the Resource 
Description Framework (RDF), which is defined and promoted 
by World Wide Web Consortium [1]. In this ontology language, 
N-Triples is one of the formats popularly used for representing 
an RDF graph [2]. In an ontology, the knowledge is composed 
of triples, each of which is represented as a sequence of 
(subject, predicate, object) terms and the predicate describes 
the relation between the two concepts, subject and object. The 
concepts could be words or phrases. There are many 
researchable issues related to ontology [3]-[4], such as 
ontology enrichment [5], ontology population [6], and 
inconsistency resolution [7]. This work focused triple 
extraction for ontology population. 

There are some reasons why researchers study the ontology 
[8]. First, the process of studying the ontology is to analyze the 
domain knowledge, and researchers expect that the ontology 
contains the domain knowledge which can be further used by 
the application systems. After having the specific domain 

ontology, systems can extract and gather information according 
to the ontology structure. In addition, systems can also apply 
the ontology in other aspects. For example, if there are many 
websites containing medical information and this information 
is defined by the same ontology, systems can gather the data 
from these websites and apply the collected data to other 
aspects. In a situation that predecessors have researched some 
domain knowledge and had a completed ontology, it can 
directly use the ontology they designed when the other domain 
knowledge crosses the predecessors’ research. Furthermore, to 
construct a huge ontology, we can combine or populate the 
other existing ontologies.  

In chatbot systems, it has been proven that ontologies are 
helpful and effective [9]-[10] for dialog state tracking [11]-[13]. 
In Spoken Language Understanding (SLU), Jang et al. [9] 
showed that the accuracy could be improved after using the 
ontology. In Dialog State Tracking (DST), Mehta et al. [10] 
constructed a decision tree to determine the user intent with the 
help of the ontology. Using the ontology to construct the 
decision tree is more convincing and accurate, and the 
performance of tracking the whole dialogue is also better. 
Therefore, ontology is useful for a chatbot system [14]-[15]. 
However, constructing an ontology is very difficult and time-
consuming. Therefore, this work adopted the predicates 
defined by ConceptNet which focuses on people’s common 
cognition and stores the common sense in the form of ontology.  

In the progress of ontology population, we need to firstly 
extract the specific words as the concepts of a triple. This task 
is like the Named Entity Recognition (NER) task. Therefore, 
we utilize the technology of NER to obtain the knowledge. 
Nowadays, most studies have applied recurrent neural 
networks (RNN) as the sequence-labeling model with the 
character-level embedding or other word features in the NER 
task [16]-[17]. Lample et al. [17] used a Conditional Random 
Field (CRF) layer to decide the current tag after the RNN, 
which was different from the previous research. Due to the 
feature of CRF, the current tag considered both the current 
output vector and the previous tag. As a result, it improved the 
recognition accuracy. On the other hand, they also changed the 
character-level embedding which concatenated the pre-trained 
word vector and the output vectors of a character-level 
bidirectional long-short term memory (Bi-LSTM). In this work, 
we extracted the key term based on a Bi-LSTM. 
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For constructing an ontology with new facts, populating the 
ontology is one of the most important steps in which the goal 
is to add new triples into the current ontology for updating. 
Fernandez and Ponnusamy [18] designed a specialized user 
interface for the aimed ontology for Non-Governmental 
Organization (NGO). According to the interface, users could 
add the leader’s name, the founding time, the organization 
purpose, etc. Makki [19] used Part-of-Speech tag to create rules 
and applied the rules to the documents to populate the ontology 
of risk management. These rules were called Hearst Patterns 
[20]. In this work, we proposed a deep neural network (DNN)-
based method for automatic ontology population. 

  Fig. 1 shows the proposed system framework of the DNN-
based ontology population system. The proposed method of the 
DNN-based ontology population system has two main parts: 
the Bi-LSTM-based term extraction model and the multilayer 
perceptron (MLP)-based triple extraction model. First, we train 
the Bi-LSTM-based term extraction model by using the 
Ontonotes 5.0 database. We retrieve the extracted terms which 
may become the part of the candidate triples. Then, these paired 
terms are sent to the MLP-based triple extraction model to 
determine if the predicates could be selected. Finally, the triple 
extraction model is to check whether the pair of subject and 
object has a predicate that can describe their relationship. The 
extracted (subject, predicate, object) terms are then used for 
ontology population. 

II. DATABASE COLLECTION 

There are two databases used in this work, the named entity 
database in Ontonotes 5.0 [21] and ConceptNet 5 [22]. 
Ontonotes 5.0 includes various genres of text, including news, 
conversational telephone speech, weblogs, broadcast, talk 
shows, etc. There are three languages in Ontonotes 5.0, English, 
Chinese and Arabic. The labeled data in Ontonotes 5.0 includes 
named entity, coreference and structural data such as parsing 
tree and predicate argument structure. There are 18 named 
entity types, such as Person, Organization and Location, in 
Ontonotes5.0.  We only use the Chinese named entity part in 
Ontonotes 5.0 and there are 46,645 sentences in the Chinese 

corpus. Word segmentation is performed by Jieba word 
segmentation tool [23] without modifying the tags. 

ConceptNet is designed to help computers understand the 
meanings of words that people use. The knowledge in 
ConceptNet includes words and phrases, and it describes not 
only the definitions in dictionaries but also the common sense, 
such as {台灣 (Taiwan) IsA 地區 (Region)} describing the 
Taiwanese attributes, and {台灣(Taiwan) SymbolOf 珍珠奶茶

(Bubble Milk Tea)} describing the related facts of Taiwan. 
Totally, there are about 28 million triples in ConceptNet. As 
for predicates, there are 29 positive predicates and 4 negative 
predicates. We removed the triples in which each subject or 
object consists of more than two words; for example {一個小

小的島 (A small island)} having multiple words will be 
removed. Totally, we use 23 predicates consisting of 163,727 
Chinese triples, and one of 23 predicates is negative predicate.  

III. TERM EXTRACTION MODEL 

In this study, we train the Bi-LSTM as the term extraction 
model. The Bi-LSTM is used to train the sequence 
dependencies by updating the weight matrices of input gate, 
forget gate and output gate. The Bi-LSTM produces the output 
vector with the current input vector and the previous output 
vector. The CRF layer uses the output vector to learn the weight 
of each feature function. 

If there are a potential sequence 𝐈𝐈 = (𝒊𝒊𝟏𝟏, … , 𝒊𝒊𝐓𝐓) with a length 
of T and a corresponding observation sequence 𝐎𝐎 = (𝒐𝒐𝟏𝟏, … 𝒐𝒐𝐓𝐓), 
the CRF is to obtain the maximum probability of (1). In the 
equation, there are two features for each time step, transition 
feature and state feature. Then, (1) can be expanded into (3). 

 

P(I|O) =
1

𝑍𝑍(𝑂𝑂) 𝑒𝑒
∑ ∑ 𝜆𝜆𝑘𝑘∗𝑓𝑓𝑘𝑘(𝑖𝑖𝑡𝑡−1,𝑖𝑖𝑡𝑡,𝑜𝑜𝑡𝑡)M

𝑘𝑘
T
𝑡𝑡  (1) 

 
Z(O) = �𝑒𝑒∑ ∑ 𝜆𝜆𝑘𝑘∗𝑓𝑓𝑘𝑘(𝑖𝑖𝑡𝑡−1,𝑖𝑖𝑡𝑡,𝑜𝑜𝑡𝑡)M

𝑘𝑘
T
𝑡𝑡

𝐼𝐼

 (2) 

 

 
Fig. 1   Schematic diagram of DNN-based ontology population system. 

Proceedings of APSIPA Annual Summit and Conference 2019 18-21 November 2019, Lanzhou, China 

263



P(I|O)

=
1

𝑍𝑍(𝑂𝑂) 𝑒𝑒
(∑ ∑ 𝛼𝛼𝑚𝑚∗𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚(𝑖𝑖𝑡𝑡−1,𝑖𝑖𝑡𝑡,𝑜𝑜𝑡𝑡)M

𝑚𝑚
T
𝑡𝑡 +∑ ∑ 𝛼𝛼𝑛𝑛∗𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑛𝑛(𝑖𝑖𝑡𝑡,𝑜𝑜𝑡𝑡)N

𝑛𝑛
T
𝑡𝑡 ) (3) 

  
The subscript 𝑡𝑡  means the 𝑡𝑡𝑡𝑡ℎ  element. The value of 𝑡𝑡  is 

from 1 to T, the length of a sequence. The subscript k means 
the 𝑘𝑘𝑡𝑡ℎ  feature function, and each feature function has a 
corresponding weight, 𝜆𝜆𝑘𝑘 , which is updated while training. 
Each feature function can be split into a transition function and 
a state function. At time t, there are M transition functions and 
N state functions. 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚 indicates the 𝑚𝑚𝑡𝑡ℎ transition function, 
and 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 indicates the 𝑡𝑡𝑡𝑡ℎ state function. When satisfying the 
condition of the feature function, the function will return 1, 
otherwise return 0. (4) is an example of the state function. 

 

𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡0(𝑖𝑖0, 𝑜𝑜0) = �1, 𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑚𝑚𝑒𝑒𝑛𝑛 𝑒𝑒𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡𝑒𝑒 𝑖𝑖𝑠𝑠 𝑃𝑃𝑒𝑒𝑡𝑡𝑠𝑠𝑜𝑜𝑡𝑡
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑡𝑡𝑠𝑠  (4) 

  
The training procedure of the CRF has two steps. The first 

step is to produce feature functions from the training data and 
initialize the weight of each function. The second step is to use 
the optimization methods, like maximum likelihood estimation 
and gradient descent, to update the feature function weights 
until the weights converge. 

For CRF, the output sequence of the Bi-LSTM is the 
observation sequence of CRF, and we can calculate the 
gradient with the predictions of CRF and the term sequence. 
Using back propagation algorithm, we update the weights in 
Bi-LSTM and CRF. Finally, the trained model is used to detect 
the key terms in a sentence. 

For term extraction, each sentence is segmented into several 
words by Jieba Chinese word segmentation tool [23], and the 
term extraction model decides which words form a term. The 
term extraction model we used is a Bi-LSTM [17], which 
considers the word-level and character-level embeddings, with 
a CRF layer to enhance the reliability of the results. The word-
level embedding uses the traditional embedding method, 
word2vec [24], and the character-level embedding uses an 
another Bi-LSTM to retrieve the forward and backward vectors 
as the character-level vector. The word-level vector is trained 
by the Skip-Gram model of word2vec with the Gigaword 
database [25]. According to [24] which proposed the word2vec 
model, though the term frequency of the rarely used words is 
smaller than that of the commonly used words, the vectors 
trained by the Skip-Gram model have good performance in 
experiments. Because the term frequencies are relatively small 
in the large corpus, we use the Skip-Gram to train the word-
level vectors. The second part of word vector is the character-
level vector which is modified as the features of Chinese 
language. As shown in Fig. 2, we segment the sentences into 
words, and these words are the inputs of the Bi-LSTM, which 
serves as the character-level embedding model, to encode the 
characters into two vectors [17]. For example, 𝐹𝐹台北 means the 
forward vector, and 𝐵𝐵台北 means the backward vector. Finally, 
the word vector of 台北 (Taipei) is the concatenation of 𝐸𝐸台北, 
𝐹𝐹台北 and 𝐵𝐵台北.  

IV. TRIPLE EXTRACTION MODEL 

After term extraction, we need to decide the predicates 
between every two terms. As there are 23 predicates used in 
this study, 23 MLPs, each deciding if there was a predicate 
between two terms, are used. The outputs of each perceptron 
model are the confidence scores.  

As shown on the left of Fig. 3, a single perceptron follows 
(5) to compute the result 𝑌𝑌𝑗𝑗 . 𝒘𝒘𝑖𝑖  is the weight matrix of the 
perceptron. φ is the activation function, such as the rectified 
linear unit (ReLU) activation function. As shown on the right 
of Fig. 3, a single layer perceptron gathers many perceptrons. 
Each single layer perceptron can produce different responses to 
the signal. A single layer perceptron only deals with the linear-
separable problems. As for the linear-inseparable problems, we 
need to stack many single layer perceptrons to form an MLP. 
Because the problem of predicate classification was linearly 
inseparable, we use an MLP as the classifier 

𝑌𝑌𝑗𝑗 = φ��𝒘𝒘𝑖𝑖𝑥𝑥𝑖𝑖
𝑖𝑖

+ b� (5) 

Fig. 4 shows the framework of triple extraction model. Since 
we think there are different features between subjects and 
objects, we separate the embedding of the subjects and objects. 
The first and second layers are used to encode and compress 
the word vectors. The third and fourth layers are used to 
interpret the concatenated vector. Finally, the model outputs 
the confidence scores for this candidate triple. We use the 
existing triples in the ConceptNet to train the 23 MLP-based 
triple extraction models. 

V. EXPERIMENTS AND RESULTS 

For evaluation, we collected 46,646 sentences from 
Ontonotes 5.0 for evaluating the Bi-LSTM-based term 
extraction model and collected 404,951 triples from 
ConceptNet 5 for evaluating MLP-based triple extraction 
model. We used five-fold cross validation method to conduct 
the following experiments. The results were the mean of the 
experiments and the data in the parenthesis was the standard 
deviations. The models included the Bi-LSTM-based term 
extraction model which was trained by using Ontonotes 

 
Fig. 2   Schematic diagram of Character-Level embedding of [17]. 
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database and the MLP-based triple extraction model which was 
trained by using triples in ConceptNet. 

A. Experimental results of term extraction 
Since we considered a sentence as the minimum unit for 

ontology population, the first step was to extract the key terms 
in a sentence. There were 37,316 sentences for training and 
9,329 sentences for testing. The number of vocabularies was 
693,160 words (20,870 are distinct). The experiment used 25 
dimensions for character-level embedding, and 300 dimensions 
for the word vectors which were pre-trained by Gigaword and 
Ontonotes database. The experiments used the Cangjie and the 
Pinyin Chinese input system as the character-level embedding 
method. Cangjie [26], based on the graphological aspect of the 
characters, is a system by which Chinese characters may be 
entered into a computer using a standard keyboard, while 
Pinyin is the official Romanization system for Standard 
Chinese. In addition, we considered the fusion at decision level 
and feature level to improve the results. We evaluated the 
performance by F1 score. In this experiment, we evaluated the 
system performance on character embedding and different 
input method embeddings, such as Cangjie and Pinyin. The 
experimental results showed that the character embedding 
method achieved the best performance, as shown in Table I. 
Although the performance of Cangjie embedding was worse 
than character embedding, Cangjie embedding provided a new 
aspect for character-level embedding in Chinese and the results 
were comparable to character embedding. 

 

Table I Comparisons on different embeddings for term extraction  
Method F1 score 

Character embedding 85.20 (0.34) 
Cangjie embedding 85.02 (0.24) 
Pinyin embedding 84.97 (0.28) 
Decision level fusion (Cangjie + Pinyin) 84.17 (0.32) 
Feature level fusion (Cangjie + Pinyin) 84.96 (0.36) 

B. Experimental results of triple extraction model 
The second step to populate the ontology was to determine 

the predicates between the terms in pairs. The experimental 
results of the proposed model and the Neural Tensor Network 
(NTN) model [27] are shown in Table II. According to the 
results, the proposed models performed better than the NTN-
based triple extraction models. In 23 predicate models, the 
NTN-based triple extraction models outperformed the 
proposed method for only 5 predicates, which were Antonym, 
HasA, SimilarTo, SymbolOf and EtymologicallyRelatedTo. 
As the results, we believed that if there were enough training 
data, our proposed models could work better than the NTN-
based triple extraction models. 

Table II The experimental results of triple extraction models. 
Method Positive Triples Accuracy 
Proposed method 346,571 84.62% 
NTN method 346,571 81.94% 

 
Although we had the triple extraction model for each 

predicate, it was still not reliable when they were applied to real 
application. To avoid our models from producing many 
incorrect triples, we proposed two methods to remove the 
unreliable triples. First, we analyzed the term distribution from 
the surface text in ConceptNet with our term extraction model. 
Only the triples in which the subjects and objects were in the 
top 3 of the term occurrence frequency were fed to the triple 
extraction model. Second, we used E-HowNet, the people 
name list and the company name list in Wikipedia to define the 
rules. We removed incorrect triples based on the defined rules. 
Finally, Table III shows the number of triples and accuracy that 
our system populated with/without term frequency filtering and 
rule filtering after reading 1,268 documents. According to the 
experiments, using the term frequency and rules to remove 
incorrect triples was useful, and improved the accuracy 
obviously. 

Table III The number of populated triples and accuracy. 
Method Triple count Correct triples Accuracy 

No filter method 1,798 239 13.29% 
Method 1 513 175 34.11% 
Method 2 185 138 74.59% 
Method 1: with term distribution filtering. 
Method 2: with term distribution filtering and rule filtering. 

VI. CONCLUSIONS AND FUTURE WORK 

In this work, we proposed an approach to ontology 
population. We tried to use two new character-level embedding 
methods, the Cangjie and the Pinyin, in term extraction model. 
Although the results were only comparable to the character 
embedding model, we presented new aspects for character 

 

Fig. 3   Framework of a single layer perceptron with many 
perceptrons. 

  

Fig. 4   Framework of triple extraction model. 
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embedding in Chinese. For triple extraction, the proposed 
models performed better than the NTN models. In addition, 
compared to the original methods to populate the ontology with 
manual definition rules by observing the features of languages 
or documents, the proposed method is relatively easy to 
populate correct triples.  

In the future, we are planning to modify the character-level 
embedding method based on the Cangjie and the Pinyin, to 
improve the term extraction model performance. We are also 
planning to improve the predicate recognition model by 
considering the context of a sentence. In the meanwhile, there 
is no database consisting of the sentences with tags defined in 
the ontology. Currently, only the database like ConceptNet can 
be used, and this is also an aspect where we are going to work 
on. 
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