Physical parameter prediction by embedding human perceptual parameter for 3D garment modeling
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Abstract—To model garments into a virtual environment, it is crucial to predict the physical parameters of the simulated model. However, it is troublesome for a user or technical director to intuitively reflect their aesthetic intention using physical parameters. In this paper, we propose a framework that predicts various physical parameters (e.g., stretch resistance, bend resistance, ...) by embedding human perceptual parameters (e.g., wrinkly, stretchy, ...) in multi-task learning (MTL) perspective. By predicting both physical and perceptual parameters, we can effectively solve this problem, and can give an important cue to model a 3D garment maximizing users visual presence. Furthermore, by taking a class activation mapping method, our model seeks the intermediate visual understanding of physical and perceptual parameters. Through the rigorous experiments, we demonstrate that the predicted physical and perceptual parameters agree with subjective values.

I. INTRODUCTION

In recent years, due to the development of head-mounted display and rendering methods, the demand for VR/AR content is increasing, resulting in rapid growth of 3D application markets. As a result, the understanding of 3D models became a critical factor to design vivid 3D scenes. Among various 3D modeling methods, a parametric simulation method that reflects physical effects into garments plays an important role in improving the realism of 3D garment model. Generally, 3D garment models are simulated by graphics tools such as Maya, 3ds Max, and Cinema4D by tuning physical parameters of the material. In the case of Maya’s nCloth, which is one of the well-utilized garment simulators, there are various physical parameters (e.g., stretch resistance, bend resistance, ...).

Technical directors manipulate these physical parameters into the garment model to mimic the desired texture of the target material. In this manner, there are several studies which estimate physical parameters over garment videos [1], [2], [3]. However, since the physical parameters are determined by mathematics-based physics formula, there is a limitation of intuitive understanding between target garment and 3D model [4], [5]. For this reason, the technical director needs to acquire physical prior-knowledge to implement various garment in 3D scenes. Therefore, it is remains a tough problem to the technical directors to simulate realistic and vivid garment.

To address this problem, Sigal et al. [6] proposed a perceptual control space. In [6], they defined the term perceptual parameters, which are understandable at a glance such as wrinkly, stretchy, and so on. Although they conduct various simulations using the perceptual parameters using the method of subjective assessment, there is a lack of objective prediction of the physical parameters. Therefore, objective analysis of a new garment sample is still difficult, and it is hard to be applied in practical 3D modeling fields.

Therefore, we propose a novel multi-stage framework, which is termed multi-task learning-based Garment Perceptual Physical Parameter Assessor (G3PA), fully utilizes the advantages of the human perceptual opinion and physical mechanism of the garment model. By using G3PA, it is applicable for the user to model 3D garment easily in the graphics applications, and can help intuitive understanding of garment materials. Furthermore, to visualize how the human visually perceives garment movements, we employ class activation map (CAM) algorithm [7]. In addition, to verify the performance of G3PA, we build the 3D garment video database.

The contributions of G3PA are 1) constructing a 3D garment video database which considers various garment patterns and physical parameters, 2) predicting both physical and perceptual parameters effectively by embedding perceptual parameters in a multi-task learning, 3) visualizing the activation map as an intermediate step to analyze the perceptual motion of the 3D garment.

II. 3D GARMENT VIDEO DATABASE

There were few studies analyzing the physical parameters by using the database introduced in [8]. This database is composed of real-world garments, therefore, it is hard to apply in graphics application directly. To tackle this problem, we construct a 3D garment database modeled by various physical types and 2D pattern types. Each garment video has $1024 \times 1024$ spatial resolution of 192 frames. 3D model based video sequences include various external physical motions generated by wind effect (wind gives textural motion to 3D garments as shown in Fig. 1), and they are simulated by nCloth in Maya.
In general, professional simulation artists have utilized 11 physical parameters to construct a general 3D model [6]. However, these parameters are correlated to each other, these can be combined to create similar garment movements. Therefore, it makes difficult to train the model stably. To address this, we choose 5 physical parameters (stretch/bend/deform resistance, lift and drag) out of 11 physical parameters that play an important role in the 3D garment model. The details of physical parameters are depicted in Table I.

The value of each physical parameter shown in Table I was chosen so that the users could recognize the physical changes. Then, each video in our database is made up of a combination of five physical parameters sampled randomly among the values of the selected physical parameters. Note that, due to the diversity of the database, we use 5 garment pattern types (solid, light, simple, complex and circular), which are depicted in Fig. 1. Therefore the size of our database is $5 \times 25=125$ videos, where 5 garment patterns and 25 physical parameter combinations.

In accordance with ITU-R BT.500-13 [9], we conducted a subjective experiment by using constructed garment videos. Firstly, we selected eleven candidates of perceptual parameters which have been analyzed by previous work [6]. Among them, we carefully chose four perceptual parameters (wrinkly, stretchy, heavy and smooth) to exclude the duplicate physical tendency on the 3D garment model. Each of 22 non-experts from the age group of 20-30 years participated in the experiment. All subjects were screened for normal visual acuity on the Landolt chart. Each subject watched garment videos and scored each perceptual parameter scale from 1 to 5 (Likert-like scale: 1 is not <perceptual parameter>, 5 equal to very <perceptual parameter>). The mean opinion score (MOS) of each individually evaluated parameter were used as ground-truth of the perceptual parameter.

### III. FRAMEWORK OF G3PA

#### A. Overview of the proposed G3PA

Fig. 2 shows the overall framework of the G3PA. G3PA is composed of two stages. The first stage is pre-processing which considers motion characteristics as inputs, and it is described in Section III-B. The second stage is the multi-task learning, making the G3PA to predict the physical and perceptual parameters simultaneously. In Section III-C, we describe the details of the training strategies of the second stage.

#### B. Stage 1: Motion Factor Extraction

Bouman et al. [1] experimentally showed that the motion is crucial when human perceives the physical properties of a garment. In particular, they also showed that the second order spatio-temporal derivatives (i.e., a change in frame difference) are the most important motion factors for perceiving garment properties [1], [10].

The most intuitive way of motion estimation is to compute the frame difference. However, there is a problem in conducting the frame difference to predict the garment parameters. When a user perceives a texture of garment material, the local region having low-spatial frequency is more sensitive than those in the high-spatial-frequency. For instance, in Fig. 1, when the human seeks to perceive the texture of the garment, they tend to look the blown region by the wind than each patterns of the garment. Therefore, a simple Gaussian low-pass filter is applied to avoid input maps being focused in the unnecessary pattern area while meeting human visual characteristics. The frame difference map $D^t,a$ is computed as

$$D^t,a = |GLP(I^{t+a}) - GLP(I^t)|,$$

where $I^t$ is $t$-th frame of a video resized to $256 \times 256$ resolution, and $GLP(\cdot)$ is Gaussian low-pass filter, and $a$ is sampling range to consider various temporal variances from the reference frame (we use 2, 4, 8 and 16 in this paper). Here, we used the Gaussian low-pass filter of $3 \times 3$ kernel size and variation 1. After computing the frame difference map, we concatenate the frame difference maps in the reference frame $I'$ as channels. Therefore, the $t$-th sample set is defined as follows

$$I^t = \{I^t; D^{t,2}; D^{t,4}; D^{t,8}; D^{t,16} | t \in [1, T - 16]\},$$

where $T$ is the number of frames in one video sample. Since G3PA has $I'$ as input, which has motion factor for the reference frame, we assume that entire frames in one video of our database has the same MOS and computes loss for the perceptual parameters.

#### C. Stage 2: Multi-task learning

Multi-task learning is a way to solve multiple tasks while training a generalized feature representation along the tasks [11]. To employ multi-task learning, there must be strong correlation across tasks [12], [13]. In other words, each task in multi-task learning should be related in terms of their purpose. In our approach, we believe the perceptual parameters and physical parameters have a strong relationship since Sigal et al. [6] has experimentally proved their relational importance. Therefore, we employ multi-task learning in physical parameter prediction by embedding perceptual parameter.

<table>
<thead>
<tr>
<th>Physical parameter</th>
<th>Value</th>
<th>Physical meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stretch resistance</td>
<td>0.1, 0.5, 0.9, 0.1, 0.5, 0.9</td>
<td>Specifies the amount the current object resists stretching when under tension.</td>
</tr>
<tr>
<td>Bend resistance</td>
<td>0.2, 1, 1.8, 2.6, 3.4</td>
<td>Specifies the amount the object resists bending across edges when under strain.</td>
</tr>
<tr>
<td>Deform resistance</td>
<td>0.1, 0.5, 0.9, 1.3, 1.7</td>
<td>Specifies how much the current object wants to maintain its current shape.</td>
</tr>
<tr>
<td>Lift</td>
<td>0.1, 0.5, 0.9, 1.3, 1.7</td>
<td>The component of aerodynamic force perpendicular to the relative wind.</td>
</tr>
<tr>
<td>Drag</td>
<td>0.1, 0.5, 0.9, 1.3, 1.7</td>
<td>The component of aerodynamic force parallel to the relative wind.</td>
</tr>
</tbody>
</table>

TABLE I
DATA DETAILS.
and $s^t_{per}$. Consequently, the predicted $i$-th physical parameter $S^i_{phy}$ and the $i$-th perceptual parameter $S^i_{per}$ for a video are defined as

$$S^i_p = \frac{1}{T-16} \sum_{t=1}^{T-16} s^t_{phy} \quad (p \in \{phy, per\}).$$

2) Total variation loss: If the model is optimized to minimize the MSE without any constraints, then the feature representation is affected by undesirable noise [14]. Therefore, we apply a smoothing restriction that penalizes high frequencies in the feature map using the total variation (TV) $L_2$ standard [15], [16], [17].

$$TV(f^t) = \frac{1}{H \cdot W} \sum_{x,y} (s^t_{horz,p}(x,y)^2 + s^t_{vert,p}(x,y)^2),$$

where $H, W$ indicate the height and width of $s$, and $s^t_{horz,p}, s^t_{vert,p}$ are Sobel-filtered feature maps in the horizontal and vertical directions, respectively ($p \in \{phy, per\}$), and $(x, y)$ means spatial location. Total variation loss is defined as $l_{TV} = \sum_k TV(f^t_{p,k})$, where $k$ indicate the channel of the feature map ($k=1, 2, ..., 512$). Final loss function of G3PA, $l_{G3PA}$ is

$$l_{G3PA} = l_{phy} + \alpha \cdot l_{per} + \beta \cdot l_{TV} + \gamma \cdot l_2,$$

where $l_2$ is $L_2$ regularization term and $\alpha, \beta, \gamma$ are hyper parameters that determine the learning ratio between each loss. These hyper parameters are tuned by validation set ($\alpha = 0.8$, $\beta = 10^{-7}$ and $\gamma = 10^{-5}$).

D. Visualize Motion Factor

In order to visualize the perceptual motion factor, we compute class activation map from the extracted feature. Class activation map algorithm highlights the attention region that is relevant to the predicted values [7], [18]. As a result, the class activation maps $M^t_{phy}, M^t_{per}$ for the $i$-th physical parameter and the $i$-th perceptual parameter is

$$M^t_{p,i}(x, y) = \sum_k w_{p,k}^t f^t_{p,k}(x, y) \quad (p \in \{phy, per\})$$

where $w_{p,k}^t$ is the $k$-th weight of the fully connected layer regres into $i$-th physical or perceptual parameter $s^t_{p,i} (k = 1, 2, ..., 512)$.

IV. EXPERIMENTS

During the experiment, we randomly divided our database into three subset, 80% for training, 10% for validation and 10% for testing, and all parameters are normalized between 0 to 1, divided by the maximum value (e.g., all stretch resistance is divide by 1020).

In order to validate performance of G3PA, an ablation test and visual analysis of the intermediate results are performed. To compare the performance of G3PA, the well-known correlation measurements were used: Pearson’s linear correlation coefficient (PLCC) and Spearman’s rank-order correlation coefficient (SROCC). Table II shows the ablation test results of three cases of the G3PA and subscripts means used loss.
The main point of the ablation test is that multi-task learning was applied to G3PA_{phy,per} and G3PA_{phy,per,TV}. By comparing G3PA_{phy} and G3PA_{phy,per}, we could see that the use of perceptual parameters improves physical parameter prediction performance. G3PA_{phy,per,TV} shows the result of adding total variation loss term, along with physical and perceptual parameters. As a result, we show that multi-task learning about physical and perceptual parameters has noticeable performance improvements compared to the model that has only learned about physical parameters. Note that total variation loss reduces undesirable noise, resulting in superior performance. Therefore proposed G3PA is reasonable for understanding the 3D garment models.

Fig. 3 shows the class activation map $M^{t,i}_\text{phy}, M^{t,i}_\text{per}$ of G3PA. It shows that each parameter has a different activation region. Stretch resistance determines the degree of stretching on 3D garment. Therefore, edge and wrinkled regions are activated. In addition, when the garment was entirely stretched, we can see most of the area was activated except for the fixed upper part. Deform resistance decides how much the garment is trying to maintain its current shape. Since the amount of wrinkle intensity can be interpreted as the degree of keeping the current shape, deform resistance mainly activates on the wrinkled region. Lift is the perpendicular component of acting force, and conversely drag is the parallel component. According to this, activation map of lift and drag is highlighted on wrinkled and flat region, respectively. Consequently, we can see that activated regions of lift and drag are in an inverted relationship, and it is consistent to the physical meaning of parameters. In the case of perceptual parameters, since human perceives garment properties by motion factor, class activation map of every perceptual parameter is activated in the wrinkled region, but its details are different. We could see that Wrinkly activates the entire wrinkled region but Heavy largely activates in the deep wrinkled region.

V. CONCLUSION

In this paper, we proposed a novel garment parameters prediction framework named G3PA. The G3PA is a multi-stage framework, and we employ multi-task learning to predict both physical and perceptual parameter simultaneously. To verify the performance of G3PA, we construct a 3D garment database and show that G3PA has a remarkable performance. Furthermore, we visualize the intermediate results of G3PA and analyze them. Based on this, we believe that the G3PA provides an important motion factor that reflects the human visual characteristics, and it will help technical directors to design vivid 3D scenes.
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### TABLE II

<table>
<thead>
<tr>
<th></th>
<th>Stretch resistance</th>
<th>Bend resistance</th>
<th>Deform resistance</th>
<th>Lift</th>
<th>Drag</th>
<th>Wrinkly</th>
<th>Stretchy</th>
<th>Heavy</th>
<th>Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>G3PA_{phy}</td>
<td>PLCC</td>
<td>0.741</td>
<td>0.700</td>
<td>0.861</td>
<td>0.837</td>
<td>0.554</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SROCC</td>
<td>0.776</td>
<td>0.715</td>
<td>0.883</td>
<td>0.806</td>
<td>0.545</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G3PA_{phy,per}</td>
<td>PLCC</td>
<td>0.745</td>
<td>0.733</td>
<td>0.912</td>
<td>0.874</td>
<td>0.610</td>
<td>0.861</td>
<td>0.613</td>
<td>0.893</td>
</tr>
<tr>
<td></td>
<td>SROCC</td>
<td>0.784</td>
<td>0.731</td>
<td>0.917</td>
<td>0.856</td>
<td>0.590</td>
<td>0.846</td>
<td>0.675</td>
<td>0.889</td>
</tr>
<tr>
<td>G3PA_{phy,per,TV}</td>
<td>PLCC</td>
<td>0.776</td>
<td>0.747</td>
<td>0.913</td>
<td>0.888</td>
<td>0.639</td>
<td>0.879</td>
<td>0.629</td>
<td>0.895</td>
</tr>
<tr>
<td></td>
<td>SROCC</td>
<td>0.804</td>
<td>0.767</td>
<td>0.919</td>
<td>0.864</td>
<td>0.616</td>
<td>0.859</td>
<td>0.619</td>
<td>0.898</td>
</tr>
</tbody>
</table>

Fig. 3. CAM visualization. Results of class activation map visualization for each parameter.
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