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Abstract—Topic segmentation, which aims to divide a doc-
ument into topic blocks, is a fundamental task in natural
language processing. Most of the previous researches focus
on written text rather than dialogue text. However, dialogue
text has its unique characteristic and is more challenging
in topic segmentation. The existing neural models for topic
segmentation are usually built on RNN or CNN, which are com-
petent in written text but has a poor performance in dialogue
text. We argue that a better segmentation result for dialogue
text requires a better semantic representation of sentences.
In this paper, we formulate topic segmentation as a sequence
labeling task and propose a model based on BERT and TCN
(Temporal Convolutional Network) to accomplish the task. We
also present three datasets, including two dialogue datasets and
a news dataset, to evaluate the model’s performance. Compared
to the previous best model, our model shows an absolute
performance improvement of 8% - 17% in Fi scores. Moreover,
we explore the impact of importing speakers on dialogue text
segmentation, the experiment result shows that the additional
speaker information could effectively improve the segmentation
performance.

I. Introduction

Topic segmentation is defined as dividing a document
into multiple segments according to their topics. It plays
an important role in natural language processing and
provides the foundation for tasks like text summariza-
tion, information retrieval, dialogue analysis, and etc. For
example, in the case of finding a particular part in a long
text (like a meeting record or a subtitle), it is hard to
locate the start of the interested segment unless reading
the whole document. However, it would be much easier to
retrieval if the document is organized as topic segments.

Multiple models have been proposed for topic segmenta-
tion, including supervised and unspervised methods. How-
ever, most of these methods are focus on written text (such
as medical textbooks[1], fiction novels[2], wikipedia[3] and
etc.), the lack of research on dialogue text is a surprising
fact. Generally, written texts already have their structure
characteristic. For example, the topic blocks of a textbook
is organized as paragraphs, and there might be captions
to prompt the start of new topics. Written texts are
usually composed of long sentences, which contains many
words related to the topics. Compared with the written
texts, dialogue texts commonly come in the form of
stream data, which has no specific structure like captions
or paragraphs, and the utterances of dialogue texts are
usually shorter in length and more obscure to reflect
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the topics. Therefore, topic segmentation task in dialogue
texts is more challenging than that in written texts [4].

In recent years, neural network models are applied
for topic segmentation and achieve better results than
previous supervised methods. They are mainly employed
in two ways: to treat the problem as a sequence labeling
task or to treat the problem as a sentence-pair clas-
sification task. Although the existing methods do well
in segmentation in written text, their performances are
still poor in segmenting dialogue text. We argue that
this problem is due to the poor capability to represent
the semantics of sentences and to capture the global
information of the dialogue text.

Therefore, we formulate the topic segmentation problem
as a sequence labeling task and divide the process into
two steps: 1) learn the representation of the sentences and
encode them as vectors; 2) detect topic conversion through
the vectors. In step 1, we use BERT [22] in our model
to encode sentences. In step 2, we adopt the Temporal
Convolutional Network [23] to detect the topic conversion.

We provide three datasets to evaluate the proposed
model: DAct, Sub, and Weibo. Both DAct and Sub are
dialogue texts, while Weibo is written texts. We also
compare the performance of the proposed model with the
competitive models on the datasets. Experiment results
show that our model achieved the highest F scores on all
three tasks (Weibo: 0.9, DAct: 0.81, Sub: 0.71).

In summary, the contributions of this paper include the
following:

o We propose a topic segmentation model for dialogue
text based on BERT and TCN, which achieves the
best results on both news and dialogue texts.

o We conduct experiments on dialogue datasets DAct
and Sub and show that the speaker information can
effectively improve the segmentation performance.

o We provide three datasets, including news and dia-
logue text, which can facilitate researches in the field
of topic segmentation, text summarization, and etc.

The rest of the paper is organized as follows. Section 2
reviews the development of topic segmentation and lan-
guage representation. Section 3 illustrates the architecture
of our model in detail. Section 4 describes the construction
of the datasets, the evaluation metrics and the experiment
results and analysis. We present a brief conclusion in
Section 5.
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II. Related Work

A. Topic Segmentation

Methods for topic segmentation include unspervised and
supervised methods.

Unspervised methods can be classified into two cate-
gories: methods based on similarity and probabilistic gen-
erative methods[5]. The similarity-based methods assume
that sentences in the same segment are more similar than
those in different segments. Therefore, the topic conversion
can be detected by the change of similarity between adja-
cent sentences. The representive models are Texttiling[6],
C99[7], LCSeg[8]. The probabilistic generative methods
assume that a document consists of a sequence of hidden
topic variables, and each topic has its own distribution.
Therefore, the topic conversion can be speculated through
changes in word distribution. Ref [4] proposed PLDA,
which computes the amount of common topic distribu-
tion between two adjacent paragraphs. Ref [9] and [10]
proposed methods to calculate sentence similarity based
on LDA [11].

Supervised methods include classifier based on decision
trees[12] and probabilistic models[13][14]. Ref [15] com-
bines lexical features (like lexical similarity) and conver-
sational features (like long pauses, speaking rates shifts,
silence and etc) for topic and sub-topic segmentation. Ref
[16] integrates lexical and syntactic features in a segmen-
tation model based on CRF. Supervised methods usually
have better performance than unsupervised methods, but
they depend on a huge amount of labeled data and hand-
crafted features.

In recent years, some researchers explore the application
of neural network methods to topic segmentation tasks.
Ref [17] proposes a sequence labeling architecture based
on BiLSTM and CNN for topic segmentation for the first
time. Ref [18] proposes a model based on CNN to rank the
semantic coherence through learning the partial ordering
relations among paragraphs. Ref [3] uses CNN and BiL-
STM to encode sentences and contexts respectively and
import an attention mechanism to solve the BiLSTM'’s
long-range dependency problem. The segmentation task
is completed by classifying whether the current sentence
is a topic conversion point or not. The model based on
RNN is proposed in [19] for segmentation on transcripts
generated by speech recognition. Ref [20] constructs a
segmentation model based on two layers of BiILSTM, the
low-level layer encodes the semantics of sentences while the
high-level layer encodes the context information. However,
BiLLSTM is not good at processing long-range dependency,
which makes its semantic representation of a sentence not
as good as that of the Transformer. Moreover, BiILSTM
cannot compute in parallel, which makes it require lots of
time for training. Therefore, we employ TCN in our model,
which is good at sequence modeling and can compute in
parallel, to detect the topic conversion.
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B. Language Representation

Generally, when applying the neural network method
in various NLP tasks, a sentence is first tokenized and
represented as a matrix X = (21,9, -+ ,x,), in which z;
denotes the ith token’s embedding vector. The sentence
matrix is then used as input of the model.

Different embedding methods have different abilities of
the semantic representation. The Word2Vec proposed in
[24] can capture the semantic relations between words
and is helpful in many NLP tasks. However, instead of
adjusting a word’s embedding according to its context,
Word2Vec can only map a word to a fixed vector statically,
therefore, it cannot distinguish the different meanings of
a polysemy. To solve this problem, ELMo proposed in
[25] imports two 2-layer LSTMs trained with both forward
and backward language models and uses different layers to
capture the syntactic and semantic features of the sentence
respectively. When encoding a sentence, the original word
vector is summed with vectors of the other two layers, so
that the word representation is no longer a fixed vector,
but can be dynamically adjusted according to its context.
ELMo achieved the highest scores in 6 NLP tasks. To
improve the feature extraction ability of the network,
instead of using LSTM, GPT adopts transformer[21] as
a feature extractor and achieves the best results in 9 NLP
tasks[26]. However, GPT only uses the forward language
model for training, which makes GPT can only predict
according to the left part. BERT improves this structure
by the adoption of multi-layer Transformers and the bi-
directional language model so it can combine both left and
right part to do predictions, which makes it achieves the
best results in 11 NLP tasks[22]. Therefore, in order to
improve the quality of sentence representation, we employ
BERT to embed sentence to its semantic feature vector.

ITI. Method

In this section, we will give a formal definition of the
topic segmentation task and a detailed description of the
proposed model’s architecture.

As mentioned above, there are two main architectures
for topic segmentation neural models. One is to introduce
the context in a window of size k and classify whether the
current sentence is the topic segment boundary or not.
The other is to label a sequence of sentences to indicate
the topic conversion points. The classification architecture
can only capture the local information, while the sequence
labeling architecture can grasp the global structure of the
document. Therefore, we formulate the topic segmentation
problem as a sequence labeling task as following:

e Input: a scene segment of length M, which con-
tains utterances {Si,Ss,---,Syp} and is composed
of several topic segments 11,75, -+ ,Tn. Each topic
segment is related to some topic and contains a few
utterances. The scene segment is a segment from the
dialogue stream and is obtained with some preprocess
steps.
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e Output: a label sequence of the same length M:
{y1,y2, - ,ym}, where y; € {0,1} indicates whether
S; is the start of a new topic segment.

Our topic segmentation model consists of two main
parts: sentence representation and topic segmentation.
The sentence representation module is used to embed sen-
tences as vectors; the topic segmentation module receives
those vectors and detects topic segment boundaries. The
representation module in our model will encode sentences
to their vectors based on BERT.

A. Sentence Representation

BERT is a multi-layer bidirectional network, in
which each layer is a Transformer. Given a sentence
[wy,we, - ,wn,], E; denotes w;’s input representation,
which is constructed by summing the corresponding token,
segment, and position embeddings. BERT provides a
model of Chinese with hyperparameters of L=12, H=768,
A=12, where L is the number of layers (i.e. the number
of Transformers), H denotes the size of the hidden layers,
and A denotes the number of self-attention in the Multi-
Head Attention. BERT is pre-trained on a large text
corpus by performing the “masked LM” and the “next
sentence prediction” tasks. BERT uses character-based
tokenization for Chinese. Therefore, given a sentence
containing N words, BERT will output a feature vector of
size H for every single character, and the entire sentence
will be represented as a matrix of N H. In the inner part
of BERT, each layer adds self-attention to the output of
the previous layer and outputs a tensor of shape [N, HJ.
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Fig. 1. Extract Sentence Representation from BERT

Like multi-layer LSTM, the weights in the high layer of
the network usually contain task-related information. As
shown in [28] [29], the top layers of a network contain high-
level information while the bottom layers contain low-level
features, therefore, in the transfer learning methods, the
high-level layers are usually dropped and only the low-
level features are adopted to feed into the downstream
models. Since BERT is pre-trained for the “masked LM”
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and the “next sentence prediction” tasks, the closer to
the last layer, the weights are more biased to the two
targets; the closer to the first layer, the weights are more
similar to the original word embedding but contains less
high-level semantic information. Therefore, considering
both semantic representation ability and computation
complexity, we extract output tensor from the second-to-
last layer of BERT, and apply the average pooling strategy
to it to generate a vector of size [H| as the feature vector
of the input sentence. Fig 1 displays the process.

B. Topic Segmentation

The architecture of bidirectional LSTM with CRF is
usually adopted to accomplish sequence labeling tasks
[27][3]. However, LSTM has problems in dealing with long-
range dependency in practice. For a long document, LSTM
is not good at grasp its global structure. Moreover, LSTM
cannot compute in parallel and is slow in convergence.
Therefore, we choose TCN rather than LSTM as the topic
segmentation module in our model[23].

TCN is proposed for sequence modeling tasks. For
sequence data of size N, TCN will produce the prediction
sequence of the same size. The most notable characteristic
of TCN is the dilated convolution. It can ensure that
every hidden layer of TCN has the same size as the input
sequence and the receptive field is larger than that of
a 1-D CNN with the same number of layers. TCN uses
causal convolution to ensure that the prediction of time
step ¢t will only rely on the information before time step
t — 1 and there’s no information “leakage” from future
to past. This property is very suitable for our task since
a dialogue stream develops in chronological order. The
residual convolution is also used in TCN so that the
features from bottom layer can be sent to the top layer
directly to improve the network’s performance. These
properties enable TCN to learn the overall structure of
the sequence better. In addition, compared with RNN,
TCN can be computed in parallel, which greatly improves
the training and predicting speed.

For the sentence sequence {Si,Sa2,---,Sn}, we use
BERT as encoder to obtain their semantic representation
{E1,Es, - ,Ep}. These sentence vectors are then fed
into the TCN to output a label sequence of 0-1, where label
1 indicates the boundary of the topic segment. The overall
architecture of the segmentation model is shown in Fig 2.
It is noteworthy that the BERT part is seperated from
the TCN part in our model for the reason of computing
efficiency, therefore, the backpropagation process will only
update the parameters of the TCN part.

Due to the sparsity of topic boundaries, the distribution
of 0 and 1 in the label sequence is extremely unbalanced,
which tends to cause bias of the model. To solve the
problem of imbalanced class, we use Focal Loss[30] as the
loss function to optimize TCN. The formula of the Focal
Loss is shown below:
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Fig. 2. Architecture of the Topic Segmentation Model

Ly = {—(1 —9)logy, if y=1 )

—§log(1 —19),if y=0
Where  is a positive number and usually set to 2. The
starting point of Focal Loss is to use different penalty
scores to adjust the attention to different classes. For
example, when the negative samples (y = 0) in the data
set are much more than the positive samples (y = 1), the
model tends to classify a sample as a negative one (§ = 0).
When y = 0 (negative sample), both §¥ and log(1 —g) are
small, the model doesn’t need to adjust too much on these
samples; when y = 1 (positive sample)), both (1—¢)” and
logy are very large, the model needs to adjust a lot on
these samples. Therefore, the originally small number of
positive samples will have a greater impact on the model,
which solves the class imbalance problem effectively.

IV. Experiment and Analysis

In this section, we will introduce the construction
process of the datasets, the metrics for evaluation, ex-
perimental results and analysis, and several improvement
measures for the existing model.

A. Data Preparation

We present three data sets: Weibo!, DAct [31], and
Sub?, where Weibo is short news collected from social
media, DAct is two-participants dialogue text, and Sub is
a multi-participants dialogue text extracted from subtitles.
The Weibo dataset is used as a reference to evaluate our
model’s performance on written text, and we assume that
each Weibo news is about the same topic, so a piece of
news can be considered as a topic segment. For DAct and
Sub datasets, we manually label the topic boundaries in
the conversations. Thus, the original topic segments of
Weibo, DAct and Sub are obtained and there are topic
conversions between two topic segments.

Due to the small scale of the original dataset and
the high cost of manual annotation, we use a simple
augmentation strategy to automatically construct and ex-
pand training datasets. The topic segments are randomly
selected and concatenated to form a new scene segment,
in which the concatenation points are the topic conversion
points. To be specific, the original weibo dataset, subtitle
dataset and dialogue action dataset has 12000, 3000 and

Lhttps://news.sina.com.cn
2http://assrt.net
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936 manually labeled topic segments, respectively. We
randomly select topic segments from the original dataset,
then concatenate the topic segments into a new scene
segment. To imitate the original scene segment data, the
constructed scene segment is concatenated by 3 or 4 or
5 topic segments, the amount of which is in a ratio of
1:1:1. With this augmentation strategy, a large amount of
training data can be automatically generated. The basic
statistics of the augmented datasets is listed in TABLE 1.

TABLE 1
Basic Statistics on Datasets

Weibo  Sub DAct
Num of scene segments (trainset) 20000 20000 20000
Num of scene segments (testset) 4000 4000 4000
Mean of scene segments’ lengths 12.97 20 26.08

Std of scene segments’ lengths 3.9 5 10
Mean of utterances’ lengths 23.75 9.39 10.24
Std of utterances’ lengths 11.99 4.64 4.94

We construct 24000 scene segments for each dataset
and split them into trainset and testset in the ratio of
5:1. From TABLE I, we can observe that the average
length of utterances in Weibo is larger than that in
Sub and DAct, which indicates that sentences of Weibo
contain more words than those in Sub and DAct. This
difference may have impact on the segmentation results
since the long sentence could contain more words related
to the topics than the short ones. Fig 3 shows a segment
randomly selected from the Sub dataset. The coloumn
“id” is the index of every utterances. The column “spkr”
is set to 1 if the speaker of current utterance is different
from the previous one’s, otherwise, it is set to 0. For
example, the “spkr” label of utterance at id 2 is 1, which
means the speaker of this utterance is different from the
utterance at id 1; the ‘spkr’ label of utterance at id 10
is 0, which means this utterance has the same speaker
with utterance at id 9. The column “content” displays the
utterance content and column “ref” is the reference label to
indicate whether the corresponding utterance is the topic
conversion point. For example, the first segment of id 0-8
is related to medicine, while the subsequent segment of id
9-14 is related to detectives, and there is an obvious topic
conversion between the two segments, so the “ref” label at
id 9 is set to 1. The column “pred” is the prediction result
of our model (this column doesn’t appear in the dataset).

B. Evaluation Metrics

We use two metrics: F; score and WinDiff[32] to
evaluate the performance of the proposed segmentation
model on the utterance level. Moreover, we propose a
“Span” metrics to measure the model’s performance on
the segment level.

1) F; and WinDiff: Given the reference segmentation
R, the Fi score only focuses on the segmentation points,

it is defined as 2;}:?, where p is the precision rate of
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Fig. 3. Segmentation result on dialogue from Sub
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prediction of label 1 and is defined as the ratio of true
label 1 in the predicted label 1, r is the recall rate of label
1 and is defined as the ratio of predicted label 1 in the
reference label 1. WinDiff introduces a sliding window of
size k to compare the predicted segmentation H with R,
where k is usually set to half of the average length of the
segments in R.
WinDiff is defined as:

N—k

WinDiff = — Y (Riisr = Ciasrl #0)  (2)
=0

N —k &

Where R; ;41 is the number of reference boundaries
from position ¢ to ¢ 4+ £ in the window, and C; ;4\ is the
number of predicted boundaries in the same window. As
a probabilistic metrics for measuring segmentation errors,
the values of WinDiff is between 0 and 1. The smaller the
values of WinDiff, the closer the segmentation H is to the
segmentation R. When they are identical to each other,
WinDiff equals 0.

2) Span: In order to measure the model’s performance
on segment level and intuitively describe the segmentation
results on the dialogue texts, we introduce the Span
evaluation metrics.

ref hyp ref hyp ref hyp ref hyp
gt—» gt—n gt—»
-

Strict match Ref contain  Hyp contain Cross

Fig. 4. Four cases of Span metrics

As shown in the Fig 4, we compare the two segments
generated by the reference segmentation ("ref”) and the
hypothesized segmentation ("hyp”) at the same location.
There are four cases:

o I. Strict match: the starting and ending points of ref

and hyp are exactly the same;

o II. Ref contain: ref and hyp have only one segmenta-
tion point, and hyp is shorter so that it is contained
by the ref, which indicates that the model classifies a
position as a topic conversion point while it’s actually
not;

o IIT. Hyp contain: ref and hyp have only one same
segmentation point, and hyp is longer so that it
contains ref, which indicates that the model misses
the segmentation point;

e IV. Cross: the start and end points of ref and hyp
are neither different, but there are intersection parts,
which is a serious segmentation error.

The Span metrics is determined by the proportion of

these four categories in the results.
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TABLE II
Experiment results on the test sets

Weibo DAct Sub
WwmDiff | Fi WinDif f Fi WinDif f Fi
2L BiLSTM 0.2770 0.82 0.2962 0.675 0.3237 0.544
BERT+TCN 0.1267 0.90 0.1957 0.81 0.2408 0.71
TABLE III
Evaluation of the improved model
DAct Sub
Fy Precision | Recall ) Precitsion | Recall
baseline(BERT+TCN) | 0.81 0.85 0.77 0.71 0.73 0.69
+Speaker 0.86 0.90 0.82 0.81 0.82 0.81
+CRF 0.82 0.87 0.77 0.75 0.81 0.69
+Speaker +CRF 0.86 0.91 0.82 0.82 0.84 0.81
TABLE IV

Statistics on the segmentation result with or without speaker

reference#prediction reference=prediction

rOpls0O | rOplsl | r1p0sO | r1p0Osl | rOp0sO | rOpOsl | riplsO | rlplsl

No Speaker 1584 1532 156 3633 35408 | 29378 283 8026

T Speaker 1 2135 | 436 | 1899 | 36988 | 28775 3 9760

diff -1580 4603 4280 -1734 41580 -603 -280 +1734

C. Experiment Results The Span ScEiBoI;lET\}iree datasets
We compared the performance of the proposed model

with the previous best model (BiLSTM [20]) on the three Strict  Ref Contain Hyp Contain  Cross
datasets. From Table II, our model achieves the best Weibo  0.7999 0.0979 0.1005 0.0015
results on all the datasets. Compared to BiLSTM, the F} DAct  0.6438 0.1549 0.1967 0.0046
scores on the Weibo, DAct, and Sub datasets increased by Sub 0.4729 0.2757 0.2383 0.0130

0.08, 0.135, and 0.166, respectively. WinDiff has a certain
degree of reduction.

On the other hand, the performances of our model on
the three datasets are quite different. The Fj score on
the Weibo data achieves 0.9, while the F} on the Sub
data is only 0.71, which indicates the complexity of topic
segmentation varies with the type of document. Since the
Weibo dataset consists of news texts, which are composed
of long sentences and vocabularies that are associated
with their topics. In contrast, the Sub dataset is mainly
dialogue texts, which are composed of shorter utterances
and colloquial words that are obscure with their topics,
therefore, it is more difficult to detect the topic segment
boundaries in dialogue texts.

TABLE V shows our model’s Span metrics of the result
on the three datasets. It can be observed from TABLE
V that the proportion of case I has a positive correlation
with the Fi score of the model. This shows that the Span
metrics is compatible with the F} score and is well-defined,
a high proportion of case I means a close distance between
the hyp and the ref segmentation, while a high proportion
of case IV (cross) means a poor segmentation performance
of the model.

It can be observed that the distribution of the case I
proportion in the Span metrics is consistent with that of
the F} score on the datasets, which is the highest on the

Weibo and the lowest on the Sub. In addition, the ratio
of Ref contain and Hyp contain is very close in each task,
indicating that the segmentation error distribution of the
model is uniform, and the preference of over-segmentation
and over-conservation is small.

D. Improvement Measures

Unlike Weibo, the dialogue datasets Sub and DAct also
contain speaker information. As displayed in Fig 3, several
consecutive utterances may belong to the same speaker
(such as utterances with the id of 9, 10, and 11), and
speaker information may have a great influence on the
segmentation result. In addition, as it shows, the model
predicts two continuous utterances (id of 14 and 15) both
as segmentation points, while there should be only one
actually (before the utterance with id 14). If such errors
could be filtered out, the segmentation result should be
more accurate. Therefore, we introduce speaker labels and
add a CRF layer after the output of the TCN. The speaker
label is set to 1 if the speaker of current utterance is
different from the previous one’s, otherwise, it is set to 0.

From TABLE III, it can be observed that after intro-
ducing the speaker information, the F; scores on DAct
and Sub are increased by 0.05 and 0.1, respectively, both
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precision and recall rate are greatly improved. TABLE
VI displays the statistics on ref-speaker labels in the test
set of Sub data. The notation r0sl means the number of
utterances whose reference label and speaker label is 0 and
1 respectively. It can be observed that the proportion of
r1s0 is relatively small (439/80000), which means the topic
conversion is usually less likely to happen if the speaker
doesn’t switch.

TABLE VI
Statistics of Ref-Speaker Label

r0s0
36992

rOs1
30910

rls0
439

rlsl
11659

TABLE IV compares the segmentation results before
and after adding speaker information. The notation rOp1s0
denotes utterances whose reference label, prediction label,
and speaker label is 0,1,0 respectively, it indicates that the
model predicts there’s a topic conversion at this utterance
although there’s actually not, and the speaker of the
current utterance is the same as the previous one’s.

Watch the diff row of TABLE IV, a positive differ-
ence under “ref#pred” title (or “ref=pred”) means a
performance reduction (or improvement) while negative
difference under “refpred” title (or “ref=pred”) means
a performance improvement (or reduction). It can also be
observed that a column has a positive difference if and
only if ¢ = j in 7;p;s;; and a column has a negative
difference if and only if ¢ # j in ryp;s;. This means
that the prediction of the model has the same trend with
the speaker labels. For example, after introducing speaker
information, rOp1s0 decreases from 1584 to 4, meaning the
frequency of predicting an utterance as the topic boundary
reduces 1580 if the speaker label shows there’s no speaker
switch; rOplsl increases from 1532 to 2135, meaning
the frequency of predicting an utterance as the topic
boundary increases 603 if the speaker label shows there’s a
speaker switch although there’s no topic conversion. This
indicates that the speaker-switching information could
improve the probability of segmenting while the speaker-
holding information could decrease that. So the speaker
information in fact forms a constraint of the position of
the segmentation point.

This constraint could bring some unexpected results.
For example, r1pls0 decreases from 283 to 3, indicating
that the model predicts the topic conversion correctly
when there’s no speaker tags while it fails to detect those
topic conversions when the speaker tags exist, which show
there’s no speaker switch. This strange phenomenon is due
to the errors produced in the data construction process.
Fig 5 shows a snippet from Sub, the utterances from id 11
to id 15 are all spoken by the character “Castle”, however,
the utterances with id of 11 to 12 are from one topic
segment while the utterances with id of 13 to 15 are from
another. Therefore, although these utterances are belong
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id spkr content ref pred
. AEHAHERAKAT
10  Director . 0 0
Very nice
HEA T ARFREA
11 Castle 1 1

Was there anyone special in his life?

b (AR W H 7 WA
12 Castle . 0 0
Oh, he wished, but no.

A HOR I
13 Castle 1 0
have it amplified, tested.

T B H e ARATT IR e A7 ft
14 Castle X 0 0
And I'm sure your evidence storage

SEIFRIOREA T AR IK

15 Castle R 0 0
has kept your dolphin well preserved.

16 Chief 0 0
Teddy

Fig. 5. A wrong predicted example

to the same speaker, they are not from the same scene and
there are indeed a topic conversion among them. Then the
lack of speaker-switching label makes the model wrongly
judge the topic boundaries, which results in a performance
reduction in such case. Fortunately, this kind of error
only takes a small proportion in the whole dataset (nearly
280/20000=1.4%) and it also verifies that the model tends
to segment where the speaker changes.

Due to the fact that topic conversion is more likely to
happen when the speaker switches, introducing speaker
information could result in a more accurate segmentation.
After adding the CRF layer, the precision of the model
increases by 0.02-0.08, while the recall rate isn’t changed,
indicating that the CRF layer does filter out some unrea-
sonable predictions. Combining the two methods, the F}
scores of the model on DAct and Sub are increased by 0.15
and 0.11 respectively, demonstrating the effectiveness of
the improvement measures.

V. Conclusions

Since the existing topic segmentation methods do not
work well on the dialogue text, we formulate the topic
segmentation problem as a sequence labeling task and
propose a model based on BERT and TCN, in which
BERT is used for sentence representation and TCN is
used for topic conversion detection. Compared with the
previous best model, the proposed model achieves the
better result on both written texts (Weibo) and dialogue
texts (Sub and DAct). We also propose several improve-
ment measures for the dialogue text. The experiment
shows that the introduction of speaker information can
effectively improve the precision of the topic segmentation
on dialogue. However, the current model uses the default
weights of BERT to extract sentence representation. In
future work, we will fine-tune the model on the domain-
specific text before embedding the sentences and explore
the influence of different embedding methods on the topic
segmentation.
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