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Abstract—This paper describes a method of automatically
selecting types of responses, such as back-channel responses,
changing the topic or expanding the topic, in conversational
spoken dialog systems by using an LSTM-RNN-based encoder-
decoder framework and multi-task learning. In our dialog system
architecture, response utterances are generated after the response
type is explicitly determined in order to generate more appropri-
ate and cooperative response than the conventional end-to-end
approach which generate response utterances directly. As a re-
sponse type selector, an encoder and two decoders share states of
hidden layers and are trained with the interpolated loss function
of the two decoders. One of the decoders is for selecting types
of responses and the other is for estimating the word sequence
of the response utterances. In an evaluation experiment using a
corpus of dialogs between elderly people and an interviewer, our
proposed method achieved better performance than the standard
method using single-task learning, especially when the amount
of training data was limited.

I. INTRODUCTION

Task-oriented spoken dialog systems, such as personal
assistants (e.g. Amazon’s Alexa1, Apple’s Siri2, Microsoft’s
Cortana3, and Google’s Now4), which are designed to fulfill a
user’s verbal requests, are now being widely used on a daily
basis. Furthermore, non-task-oriented spoken dialog systems,
such as conversation robots [1] (also known as chatbots), are
expected to be widely used in future applications such as cog-
nitive training or increasing the communication opportunities
of elderly people. We believe that these chat-like interfaces
will also be important for communication with humanoid
robots [2] in the future. Based on a general recognition of these
developments, a balanced corpus of daily conversation has
been developed for the analysis of turn-taking during conver-
sations [3]. The primary aim of such non-task-oriented con-
versation systems is for users to enjoy the conversation itself,
thus it is more important for chatbots to be able to prolong a
natural conversation as long as possible than to satisfy a user’s
specific demands. In human conversation, speakers select a
response from various types of possible responses, such as

1https://www.alexa.com/
2https://www.apple.com/ios/siri/
3https://www.microsoft.com/en-us/windows/cortana
4https://www.google.com/search/about/

back-channel responses (e.g., ”uh-huh”, ”hmm”, “really?”,
“wow”, etc.), changing the topic, expanding the topic, etc., so
chat-like spoken dialog systems should also have the ability
to imitate this behavior. In order to imitate this behavior, in
our spoken dialog system architecture, the type of response is
explicitly determined by the response type selector, and then,
the response utterance which matches the type of response
is synthesized (as described in Section IV-A). We consider
that this architecture enables us to generate more appropriate
and cooperative response than the conventional end-to-end
architecture which tends to generate highly generic responses
such as ”I don’t know” regardless of the user’s intension.

In this paper, we propose a method of selecting the type
of system response based on the word sequence of the user’s
utterances in a non-task-oriented conversational dialog system,
in a manner which is likely to prolong a conversation. In
a previous study, we proposed a support vector machine
(SVM) [4] based framework [5] for this task. However, the
performance of this method was limited for two reasons.
First, point-wise classifiers such as SVM are not suitable for
sequence classification problems in which previous samples
affect succeeding samples, or for considering word order in
each utterance sample. Second, the SVM used in our previous
study was trained using only the input utterances from a
limited training corpus. To address these limitations, in this
paper we introduce an improved framework which employs
an encoder-decoder model and uses multi-task learning and
multiple decoders. We also use recurrent neural networks
(RNNs) with long short-term memory units (LSTM-RNN),
which are suitable for considering the word sequence in each
utterance. Our framework is evaluated in an experiment using
a self-developed conversation corpus containing exchanges
between elderly people and an interviewer. One of our research
goals is to develop a dialog system for reminiscence therapy
for the elders, so we collected the utterances of elderly people
for use in this study. The utterances of the elderly people
during the interviews are used to represent a system user’s
input utterances to the system, and the interviewer’s responses
serve as a reference for the selection of an appropriate type
of response.
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This paper is organized as follows. We first discuss some
related studies in Section II. In Section III we describe the
development of our speech corpus. In Section IV we explain
our response selection method. We then evaluate the proposed
method in Section V and conclude the paper in Section VI..

II. RELATED WORK

LSTM-RNNs have been applied in many areas of natural
language and spoken language processing. Encoder-decoder
frameworks based on RNNs have been especially successful
when applied for machine translation [6][7]. In these frame-
works, the encoder receives the word sequence of a user’s
utterance in chronological order and embeds it in a fixed-
length feature vector. The decoder then converts this feature
vector into an output sentence in the target language. A similar
approach has also been accepted for use in dialog systems
for the task of response generation [8] or response reranking
[9] . In these applications, the RNN encoder is trained to
embed necessary information into the vector for generating
target sentences. In contrast, in this study we try to train our
encoder to extract the necessary information for selecting an
appropriate type of response for a spoken dialog system.

Another trend in the area of deep learning research is
multi-task learning, which shares parameters or loss functions
among multiple networks. Such a learning strategy has been
successfully applied in the areas of natural language and
spoken language processing [10][11]. We use three networks
in our proposed method, namely, an encoder, a decoder for
selecting the type of response and a decoder for estimating
the word sequences of response utterances. These networks
share the cell states of hidden layers and a loss function for
more effective training.

TABLE I
LABELS FOR NINE TYPES OF RESPONSES

Label Response Type Frequency
back Back-channel response (neutral) 858
p-back Back-channel response (positive) 276
n-back Back-channel response (negative) 78
exp Expand on the current topic 102
gin-up Ginger/Liven up the conversation 79
change Change the topic 32
smile Smile 108
emp Show empathy 49
non Do nothing 405
Total 1,987

TABLE II
NUMBER OF UTTERANCES OF EACH TYPE FOR EACH SPEAKER

Speaker A B C D E F G H
back 211 396 131 307 50 256 136 34

p-back 77 96 62 109 27 35 82 9
n-back 14 49 19 17 2 15 19 1

exp 46 33 27 13 11 9 19 5
gin-up 35 19 18 21 10 7 25 7
change 10 8 10 10 10 10 7 9
smile 41 38 35 19 9 27 24 3
emp 15 10 8 19 7 7 13 2
non 87 190 64 117 33 71 88 15

Total 536 839 374 632 159 437 413 85

III. CONVERSATION CORPUS

As mentioned above, one of the goals of this research is
to build a reminiscence therapy dialog system for elderly
people. In order to train and evaluate our classifier for response
selection, we built a Japanese language conversation corpus
of dialogs between elderly people and an interviewer, in
cooperation with a nursing faculty. All of the dialogs were
recorded in a low-noise environment. In each dialog, an elderly
person speaks freely in response to ten questions asked by an
interviewer (e.g.,“Did you go somewhere recently?”). A total
of 3,475 utterances from eight speakers were collected and
manually classified. Here, each utterance is a unit of speech
segmented by periods of silence of 200 milliseconds or longer.
As the result of a preliminary investigation, these utterances
were classified into nine categories, as shown in Table I, and
all of the utterances were annotated with these labels for the
supervised training of our classifier. The number of speech
segments of each type is also shown in Table I. The word
sequences of the utterances of both the elderly participants and
the interviewer were also manually transcribed. The number
of speech segments of each type for each speaker (A-H) is
shown in Table II.

Fig. 1. Our System Architecture

IV. PROPOSED METHOD

A. Our System Architecture

The system architecture of our spoken dialog system is
shown in Figure 1. A user’s input utterance is first recognized
by the speech recognizer. Based on the recognition result,
the response type selector decides which type of response
should be given, and the dialog manager tracks the state of the
dialog. The response generator then generates multiple types
of responses depending on the dialog state. Finally, a response
which matches the response type determined by the response
type selector is synthesized by the speech synthesizer as the
system’s next utterance.

In the next section, the model architecture of the response
type selector (the bold block in Figure 1) is described in detail.

B. Response Selector

In our proposed method, the appropriate type of response
to the user’s input utterance is selected using an LSTM based
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Fig. 2. The Model Architecture of Our Proposed Response Selector
Each input word is embedded in a 200-dimensional vector. The LSTMs in
the encoder and the decoder have 200 hidden nodes. The“projection (cell)”
has a fully connected feed-forward layer with 400 = 200 x 2 inputs and 200
outputs, which integrate the LSTM’s forward and backward internal states.
Each “projection” also has a fully connected feed-forward layer with 400
= 200 x 2 inputs and 200 outputs. The output word sequence decoder is only
used in the training stage of multi-task learning.

encoder-decoder model.
An overview of our model is shown in Figure 2. An

encoder is constructed using an attention-based bidirectional
LSTM, and the two decoders are both constructed using a
unidirectional LSTM. Here, one decoder (the“tag decoder”)
is used for selection of the type of response, and the other
decoder (the “word decoder”) is used for estimation of the
word sequence for the response utterance. The size of the
hidden layer of each LSTM is set to 200.

The training procedure for this model is as follows. First,
word sequences in both the user’s input utterance and the
corresponding response utterance are converted into word
sequences in distributed representations using word2vec5,
which is an implementation of Mikolov’s method [12]. The
distributed representation is trained using the articles of the
Japanese edition of Wikipedia6 from July 1st, 2017, which is
tokenized using MeCab (ver. 0.996), a Japanese morphological

5https://code.google.com/p/word2vec/
6https://ja.wikipedia.org/

TABLE III
CLASSIFICATION RESULT

Number of Training Samples
α Accuracyfor each Label

100 0 0.339
0.9 0.350

500 0 0.356
0.9 0.361

analyzer with a custom dictionary （mecab-ipadic-NEologd
ver. 0.0.5 [13]）which contains new words extracted from web
documents. We adopted a skip- gram model for training, and
the number of dimensions of the representation was set to 200.
Then, the distributed word sequences of the input utterance
and the response utterance, as well as the reference label of
the type of response, are fed into the encoder, word decoder
and tag decoder, respectively. Each network is trained with the
training corpus, using the shared hidden layers and shared loss
function described in next section.

During the test step only the user’s input utterance is fed
into our model, and the utterance type is directly estimated
using the encoder and the tag decoder.

C. Loss Function for Multi-task Learning

During the training of the previously described encoder-
decoder model, back propagation is performed with the global
loss function L, which is defined using a linear interpolation
of Lword (the loss of the word decoder) and Ltag (the loss of
tag decoder) as follows. Here, α represents an interpolation
weight between 0 and 1:

L = αLword + (1− α)Ltag (1)

Lword is defined as the sum of mean square errors. The tag
decoder should output 0/1, so Ltag is a cross entropy loss.

V. EVALUATION EXPERIMENT

A. Experimental Set-up

In order to evaluate our proposed method, we conducted
evaluation experiments using the conversation corpus de-
scribed in Section III. We compared a standard method using
single-task learning, in which α = 0 in Eq. (1), with our
proposed method with multi-task learning, in which α =
0.9. Note that, as shown in Table I, the frequencies of the
various response labels are unbalanced. For example, there
were far more“back” responses than“change” or“emp”
responses. In order to avoid over-fitting to this bias, a balanced
data set was used for training our model, which involved
reducing the large samples and copying the small samples for
each response label. Specifically, we compared balancing the
number of training samples for each label at 100 and at 500.
Similarly, the number of test samples for each response label
was balanced at 20.

B. Experimental Results

Our classification results were evaluated on the basis of the
classification accuracy for the nine types of response labels
shown in Table III. As we can see, when the proposed method
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TABLE IV
CONFUSION MATRIX（α = 0, SINGLE-TASK LEARNING）

Classified Class
back p-back n-back exp gin-up change smile emp non

True Class
back 9 1 2 2 1 0 3 1 1
p-back 4 3 1 6 4 0 2 0 0
n-back 5 5 4 3 1 0 1 0 1
exp 2 3 2 6 1 0 5 0 1
gin-up 0 2 0 4 9 1 3 0 1
change 2 0 2 5 2 0 4 0 5
smile 5 2 1 3 2 0 4 0 3
emp 1 0 2 0 1 0 1 14 1
non 3 0 1 3 1 0 0 0 12

TABLE V
CONFUSION MATRIX（α = 0.9, MULTI-TASK LEARNING）

Classified Class
back p-back n-back exp gin-up change smile emp non

True Class
back 7 2 2 4 2 0 2 1 0
p-back 2 4 1 4 2 1 5 0 1
n-back 5 1 7 3 1 1 2 0 0
exp 2 2 3 5 1 0 5 1 1
gin-up 1 3 1 5 6 1 3 0 0
change 2 1 2 3 1 1 6 0 4
smile 3 1 1 5 2 0 5 0 3
emp 1 1 2 1 0 0 0 15 0
non 2 1 1 2 1 0 0 0 13

with multi-task learning (α = 0.9) was applied, classification
performance was higher than the standard method with single-
task learning (α = 0). In particular, when the smaller amount
of training data was used, classification performance was
significantly improved by applying the proposed method, and
it achieved comparable performance to the standard model
with the larger amount of training data. These results suggest
that multi-task learning is particularly effective when the
amount of training data is limited.

The confusion matrix of our classification results when
using standard, single-task learning is shown in Table IV,
and the results when using the proposed, multi-task learning
method is shown in Table V. For both methods, the number
of training samples for each response label was set at 100.
As shown in Tables IV and V, when multi-task learning was
applied, classification accuracy for low frequency labels, such
as ”n-back”, particularly improved. This suggests that the
proposed encoder-decoder model was able to robustly learn
the characteristics of these kinds of low frequency phenomena
by utilizing not only the information from the user’s input
utterances, but also that from the response utterances.

VI. CONCLUSIONS

We proposed a method for selecting the type of response
to be used by a spoken dialog system, using an LSTM-
RNN based encoder-decoder model and multi-task learning.
Both input utterances and response utterances were included
in the training corpus, and the response utterances were
also utilized to train the encoder-decoder model, which had
multiple decoders which utilized a multi-task learning strategy.
Since our target application was a reminiscence therapy system

for the elders, we performed evaluation experiments using
transcription data from conversations between elderly people
and an interviewer. Our results showed the efficacy of the use
of multi-task learning, especially when the amount of training
data is limited. Moreover, the proposed method achieved the
same level of classification performance as a standard method
when the amount of training data is simply padded. Our
results also suggested that our proposed method is particularly
effective for the classification of low frequency labels, as it
slightly outperformed the standard method.

In this study, we only utilized linguistic information from
the word sequences of user utterances. In future studies, we
plan to investigate the effects of using both linguistic and
acoustic features for word sequencing, as we have confirmed
that the use of acoustic features is effective in a previous study
[5]. We would also like to investigate the effectiveness of using
a longer dialog history. In addition, we intend to incorporate
our response type selection technique into actual spoken dialog
systems and evaluate the impressions of user’s in subjective
experiments.
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