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Abstract—Deep learning has been widely studied for saliency
prediction. Despite the great performance improvement intro-
duced by deep saliency models, some high-level concepts that con-
tribute to the saliency prediction, such as text, objects of gaze and
action, locations of motion, and expected locations of people, have
not been explicitly considered. This paper investigates the objects
of action and motion, and proposes to use action-aware features to
compensate deep saliency models. The action-aware features are
generated via weakly supervised learning using an extra action
classification network trained with existing image based action
datasets. Then a feature fusion module is developed to integrate
the action-aware features for saliency prediction. Experiments
show that the proposed saliency model with the action-aware
features achieves better performance on three public benchmark
datasets. More experiments are further conducted to analyze the
effectiveness of the action-aware features in saliency prediction.
To the best of our knowledge, this study is the first attempt on
explicitly integrating objects of action and motion concept into
deep saliency models.

I. INTRODUCTION

Saliency prediction has been widely studied and used in
many computer vision applications, such as object recognition
[1], tracking [2], and image segmentation [3]. In the early
phase of saliency prediction, models are developed based
on bottom-up stimulus such as contrast of color, orientation
and intensity [4]. Later, more high-level factors such as face
and object detectors [5] are considered in saliency prediction
since low-level factors alone cannot predict image areas of
richer contextual information well. Nowadays, with the devel-
opment of Deep Neural Networks (DNNs), saliency models
with Deep Neural Networks (DNNs) [6], [7], [8], [9], [10],
[11], [12], [13], [14], [15] have also been studied. While
the current DNNs based saliency models greatly improved
the performance over the traditional methods, there are still
many limitations mostly due to the underexploited high-level
concepts such as text, objects of gaze and action, locations
of motion, and expected locations of people in images, as
analyzed in [16].

This paper focuses on exploiting the concept objects of
action and motion in the saliency model. It concerns salient
objects interacted with by person or salient regions containing
possible action.
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Many works [17], [18] show that channels of high-layer
features in neural networks are informative of some high-
level semantics and each channel actually represents a kind
of feature. These give us insight into providing action-aware
features for saliency models. With weakly supervised learning,
action-aware features are extracted from an action classifica-
tion network without collecting extra annotations, and then
used for saliency prediction. The contributions of this paper
can be summarized as follows.

o To the best of our knowledge, this is the first work
attempting to explicitly integrate objects of action and
motion concept into deep saliency models.

o A fusion module is developed to combine action-aware
features and encoded contextual features from the base
saliency network for the final saliency prediction.

The experimental results show that our proposed model with
action-aware features improves performance over the existing
methods. The rest of the paper is organized as follows. Section
2 briefly reviews related work. The detailed configuration of
the proposed method is described in Section 3. Section 4
illustrates implementation details and experimental results on
three benchmark datasets.

II. RELATED WORKS

DNNs have shown a remarkable performance in saliency
detection. The eDN [6] model was an early model learning the
representations from neural networks for saliency detection,
where only a shallow three-layer network was used. In Deep
Gaze 1 [7], the model was built on AlexNet [19] and some
layers of AlexNet were linearly combined for final prediction.
Deep Gaze II [8] built its model on the deeper VGG19 [20]
and a readout network was followed to learn to combine layers
from VGG19 to predict saliency maps. In [9], ML-Net was
proposed and multiple VGG layers were directly combined
to predict saliency map. The output of ML-Net was centre
biased by a learned centre prior. In SALICON [10], two
input images with coarse and fine resolutions are first fed to
the neural network, then their encoded features are combined
for prediction. In DeepFix [11], inception module and global
context are explored in the saliency models. In [12], [13],
LSTM is adopted to refine final feature maps for saliency
prediction.
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Fig. 1. The architecture of the proposed model. The upper input branch is for generating action-aware features and the lower input branch is for generating
contextual features for saliency detection. Then features are fused to predict the saliency map.

On the other hand, instead of improving the architectures of
neural networks to obtain more effective features for saliency
prediction, the saliency map is formulated as a generalized
Bernoulli distribution in [21] and a novel loss functions
developed based on the distribution is introduced to train deep
saliency models. In [22], adversarial training is introduced to
train saliency models to obtain better performance.

While these models improve the performance, the high-level
concepts including objects of action and motion have not been
explicitly considered. The most closely related work to ours
is the work of [23] focusing on the objects of gaze, where a
dataset containing the head and gaze information is used to
augment the saliency map. By contrast, our work proposes to
explicitly integrate objects of action and motion concept into
deep saliency models via weakly supervised learning without
collecting any dataset with extra annotations.

III. PROPOSED METHOD

The architecture of the proposed model is illustrated in
Fig.1. It consists of three parts: an action classification network
for generating action-aware features, a base deep saliency
model for generating contextual features, and a feature fusion
module to combine the action-aware features and contextual
features for the final saliency prediction. The details of each
component are explained in the following.

A. Action-aware Features

It has been shown [24], [25] that the trained CNNs for
classification can be informative of the image areas about

the labels used for training. In CAM [24], class activation
maps from classification network are used for visualization
and localization. Therefore, to generate the action-aware fea-
tures, an action classification network is used. Similarly as
the CAM [24], it adopts a global average pooling (GAP)
based classification network with the simple VGG16 model
as the backbone. Differently, it treats class activation maps
as features. As shown in the upper part of Fig.l, the five
convolution blocks of VGG16 are used while the pool5 layer
and the rest layers are removed. Instead, an extra convolutional
layer, a GAP layer, and a fully connected layer with softmax
function for the final classification are added. This network
can be trained with any existing image based action dataset.
In this paper, the Standford 40 [26] with 40 action classes is
used. After the network is trained, it can be fixed and used as
a feature extractor to generate the action-aware features.

Since for action classification, only the image-level labels
are provided without annotations such as bounding box indi-
cating detailed location information of the action, the action-
aware features are obtained based on the class activation map
similarly as CAM [24]. The action-aware feature of one action
class can be obtained by a weighted sum of features before
the GAP layer:

N

) = Z Wi, .Convby, (D
k=1

Faction (C

where k denotes the channel index of conv6 layer, ¢ denotes
the action class, N denotes the channels of conv6 layer, W
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Fig. 2. Visualization of action-aware features. Action-aware feature maps are
shown as heat maps where red means high values in action-aware features
and blue means low values.

denotes the weights of the final fully connected layer, which
encodes relative importance of channels of conv6 layer. In
experiments, the kernel size of conv6 layer is set to 3 x 3
and N is set to 1024. The action-aware features of an image is
able to highlight objects of action and motion of corresponding
action class, as shown in Fig.2.

The final action-aware feature for the saliency prediction is
obtained by concatenating the features of all action classes to
make the features response to all the action classes.

Considering that for different features of each class, the
classification probability of its action class is usually different,
the feature for each class is further enhanced by multiplying
the class probability of its corresponding action class as
follows.

N
Faction(c) = p(c) X Z Wk’CCO’I’L’UGk (2)
k=1

where p denotes corresponding softmax class probability.

B. Contextual Features

In addition to the action-aware features proposed above,
the image features used in the conventional deep saliency
models are also used for saliency prediction. The ML-Net [9]
is adopted as a base deep saliency model for its simplicity.
In the model, the feature maps of the last three blocks of
VGG16 are first concatenated to generate contextual features
for saliency detection, then two additional convolutional layers
are added to predict the saliency map. In order to produce
features from three blocks with the same resolution, the stride
of pool4 layer in VGG16 is set to one and the pool5 layer in
blockS5 is removed.

Context information has been shown [12] to play an im-
portant role in saliency prediction. However, in ML-Net, after
directly setting stride of pool4 layer to 1, the receptive field
of block5 layer is decreased and consequently, the context
information contained in block5 layer is reduced. In order to
increase the receptive field, the atrous convolutional layers [27]
with atrous rate 2 is proposed to be used in the block5 layers.
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C. Feature Fusion

With the contextual features and action-aware features ex-
tracted from the corresponding networks shown above, a fu-
sion module is further proposed to combine them for the final
saliency prediction. Since the contextual features of different
layers are usually of different scales and action-aware features
obtained from a different sub-network is also of different
scales, features are normalized with batch normalization (BN)
[28].

The simple concatenation and element-wise addition are
used as the fusion operations. For the action-aware feature, an
extra convolutional layer is added to improve its robustness. In
experiments, we found a 5 x 5 convolutional layer works well
and is added on the action-aware features, then all features are
concatenated in channels after batch normalization as follows.

For the concatenation based feature fusion, all features are
concatenated in channels as follows.

Fo = BN (Concat(Fpgse, Conv(Fuction))) 3)

where Fiqse € R™™*0 and F, 450, € RPW*°2 represent the
contextual features and the action-aware features, respectively.
Specially, BN(F) means BN layer is added respectively on
multi-layer features of F if F is composed of multi-layer
features.

For the element-wise addition based feature fusion, action-
aware features are followed by a one-channel convolutional
layer, then an action-aware mask is obtained and is added on
contextual features as follows.

Fall = BN(Fbase 3] Conv(Faction)) (4)

IV. EXPERIMENTS
A. Datasets

In our experiments, four datasets are used including one
dataset used for training the action classification network and
three used for training and testing the proposed deep saliency
model.

Stanford 40 [26]: The Stanford 40 Action dataset contains
40 classes of human daily actions, such as brushing teeth,
reading book, walking the dog, etc. There are 9532 images in
dataset, where 6800 images with 170 images per action class
are used for training and the rest are used for testing. This
dataset is used for training the action classification network to
generate the action-aware features.

SALICON [29]: Saliency in Context (SALICON) is the
biggest saliency dataset so far and is commonly used for
training saliency models. It contains 10000 images for training
and 5000 images for validation.

MIT1003 [30]: It is an eye-tracking dataset containing 1003
images obtained with 15 viewers. There are 779 landscape
images and 228 portrait images of different resolutions. 900
images are chosen randomly in MIT1003 to fine-tune the
model and extra 103 images are used for evaluation as in [11].

CAT2000 [31]: CAT2000 dataset is a collection of 4000
images of 20 different categories covering different types of
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scenes such as Cartoons, Art, Action, etc. The training set
contains 2000 images with 100 images per class. To better
illustrate the effect of the action-aware features in saliency
prediction, images in Action category are used to evaluate the
performance of our models.

B. Evaluation Metrics

There are several saliency metrics used in the literature.
AUC-Judd proposed in [30] is a commonly used traditional
metric. In addition, Normalized Scanpath Saliency(NSS) and
Pearsons Correlation Coefficient(CC) metrics are recommeded
by [32]. In this work, we choose NSS, CC and AUC-Judd to
evaluate our models.

C. Training Details

Tensorflow and Keras were used as the experiment platform.
The training process is performed in two steps. Firstly, the
action classification network of our model is trained on Stan-
ford 40 dataset. The VGG layers are initialized by pre-trained
parameters and the following layers are initialized randomly.
The weights in the VGG layers are first fixed to train the
following layers with learning rate of 1 x 10~* and weight
decay of 5 x 10~4, then the whole network is fine-tuned with
a dropout layer of a dropping probability 0.5 inserted after
GAP. Exponential decay is applied on learning rate with decay
rate 0.95 and decay step 100. The cross entropy loss is used
and the model is trained using Stochastic Gradient Descent
(SGD) with a momentum of 0.9 and batch size 64. Input
images are rescaled to the resolution 240 x 320. Secondly,
with the action classification network fixed and used as a
feature extractor, the rest of our saliency model is trained on
the SALICON training dataset. A similar training process as
ML-Net [9] is used, but the input image size is rescaled to
240 x 320 due to limited GPU memory. The learning rate
is decayed using the inverse time decay with steps 50 and
rate 5 x 10~* . Other training details can be found in [9].
When evaluating on MIT1003, the saliency model is further
finetuned on MIT1003 training set as in [11] using the same
training process. When evaluating on CAT2000 dataset (Action
category), 1000 images with 50 images per class are used to
fine-tune the model and extra 50 images in Action category
are used to evaluate the performance of our models.

D. Experimental Results

Evaluations are conducted on SALICON validation dataset,
MIT1003 validation dataset and CAT2000 dataset (action
category).

Quantitative results

The proposed model is evaluated with extensive comparison
to the ML-Net, where three variants are designed for ablation
study, as shown in Table 1.

The quantitative results on SALICON and MIT1003 vali-
dation datasets are presented in Table 2. The results between
model A and model B reflect that context information plays an
important role in saliency prediction. The results between our
proposed models and model B show that action-aware features
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TABLE I
DESIGNED MODEL VARIANTS BASED ON ML-NET

Model Variants Model description

A raw ML-Net
B ML-Net with atrous convolution layers
Our final model, features are fused in concatena-
Proposed 1 tion form as equation (3)

Our final model, features are fused in element-
wise addition form as equation (4)

Proposed 11

are useful in both concatenation and element-wise addition
form, the proposed method with explicitly integrating objects
of action and motion concept achieves better performance.
Moreover, it is worth noting that improvements on AUC-Judd
are relatively smaller which also agrees with the argument
that AUC-Judd has begun to saturate on saliency dataset as
mentioned in [32].

To further demonstrate the effectiveness of action-aware
features, we conduct experiments on CAT2000 dataset (action
category) with three saliency models: ML-Net, SALICON and
DeepFix. We reimplement SALICON and DeepFix models
following their papers as the base saliency models except that
center prior is removed for simplicity. Action-aware features
are fused in the same forms except that BN is not used since
only one-layer contextual feature is used in SALICON and
DeepFix. In Table 3, validation results on CAT2000 dataset
(action category) are presented. The bold numbers also denote
model gets better results with action-aware features. With
action-aware features integrated, both in concatenation and
element-wise addition form, better overall performance on the
dataset is obtained on three different saliency models. It seems
concatenation form performs more stable.

However, the improvements on SALICON and DeepFix
are relatively smaller than ML-Net, which is mostly because
of two points: these models learn more powerful contextual
information that action-aware features compensate little for
them, and difference exists in terms of the training data since
action-aware features are trained from an action dataset in-
stead of saliency dataset. Consequently, more powerful action
classification network and providing image labels about action
classes for the saliency dataset to support multitask learning
are promising next steps.

Although integrating action-aware features into saliency
model intuitively makes sense, we attempt to explain how
action-aware features help in predicting saliency maps. High-
layer features capture more semantics and are closely related
to ground truth data which is saliency map in our work.
Therefore, we design a method to analyze the effect of action-
aware features by the CC between last-layer convolutional
features (F) and ground-truth saliency maps (layer CC) as
follows.

Firstly, for every input image, calculate CC between each
channel of F and corresponding ground-truth saliency map.
Secondly, input all test images and get mean CC of each
channel (channel CC). Finally, get layer CC by averaging all
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TABLE 11
QUANTITATIVE RESULTS ON SALICON AND MIT1003 VALIDATION
DATASET. THE BOLD NUMBERS DENOTE PROPOSED METHOD GETS
BETTER RESULT ON THE METRIC.

Dataset
Model SALICON MIT1003
Auc-Judd NSS CcC AUC-Judd NSS CcC
A 0.8543 1.7807 | 0.8270 0.8638 23114 | 0.5932
B 0.8605 1.8257 | 0.8543 0.8505 2.3898 0.6145
Proposed I 0.8593 1.8487 | 0.8624 0.8668 2.4351 0.6411
Proposed II 0.8606 1.8542 | 0.8638 0.8792 2.4428 | 0.6468
TABLE III

QUANTITATIVE RESULTS ON CAT2000 DATASET (ACTION CATEGORY).
W1 DENOTES ACTION-AWARE FEATURES ARE COMBINED AS EQUATION
(3), W2 DENOTES ACTION-AWARE FEATURES ARE COMBINED AS
EQUATION (4), W/O DENOTES WITHOUT ACTION-AWARE FEATURES.

Base model action-aware features metrics
Auc-Judd NSS CcC

wlo 0.8460 2.0989 0.7293
ML-Net [9] wl 0.8600 2.1038 0.7422
w2 0.8619 2.1056 0.7452
w/o 0.8469 2.1218 0.7602
SALICON [10] wl 0.8476 2.1301 0.7632
w2 0.8446 2.1481 0.7689
w/o 0.8430 2.3056 0.8113
DeepFix [11] wl 0.8500 2.3179 0.8162
w2 0.8506 2.2894 0.8151

channel CC of F.

The layer CC reflects the correlation coefficient between
the last-layer convolutional feature and ground-truth saliency
maps. In Table 4, with or without action-aware features, layer
CC in ML-Net on two test datasets are presented. It can be
seen that layer CC with action-aware features is larger, which
corresponds to better results in Table 2 and Table 3. In other
words, the action-aware features indeed help provide better
features for saliency prediction.

Qualitative results

Visualization results of ML-Net on some test images are
shown in Fig.3. It can be seen that the objects of action
and motion are more highlighted with action-aware features
integrated.

V. CONCLUSION

In this work, we explicitly integrate objects of action and
motion concept into deep saliency models. Without collecting
extra annotations, we propose to extract action-aware features
from an action classification network by weakly supervised
learning and develop a fusion module to combine action-aware
features and contextual features from the base deep saliency
model for the final saliency prediction. Both in concatenation
form and element-wise addition form, the proposed action-
aware features improves saliency prediction. Our quantitative
and qualitative results demonstrate that explicitly integrating
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TABLE IV
EXPERIMENTAL RESULTS EXPLAINING HOW ACTION-AWARE FEATURES
HELP IN PREDICTING SALIENCY MAPS. W1 DENOTES ACTION-AWARE
FEATURES ARE COMBINED AS EQUATION (3), W2 DENOTES
ACTION-AWARE FEATURES ARE COMBINED AS EQUATION (4), W/O
DENOTES WITHOUT ACTION-AWARE FEATURES.

Dataset “?;’;3‘;:‘ ¢ layer CC
w/o 0.297
SALICON wl 0.430
w2 0.434
w/o 0.242
CAT2000(action category) wl 0.304
w2 0.391

Fig. 3. Row 1 are raw images. Row 2 are ground-truth saliency maps. Row
3 are outputs without action-aware features. Row 4 are outputs with action-
aware features.

objects of action and motion concept improves performance
of deep saliency models.
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