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Abstract—Active noise control (ANC) is widely used to reduce
low-frequency noises. ANC aims to cancel the noise by generating
another noise with equal magnitude and opposite phase. The
superposition of the noise and anti-noise cancel out each other
to create a zone of quiet (ZoQ) at an error microphone. However,
in case of physical limitations or application constraints to
place the error microphone, the virtual sensing algorithms are
used to cancel the unwanted noises at the desired location. In
many practical ANC applications, the primary noise contains
multiple discrete low frequencies. A narrowband active noise
control structure is often applied to reduce unwanted noise when
the multiple tones have proximity frequencies. In this paper,
a parallel-form remote ANC algorithm is proposed to cancel
the narrowband noises at the remote location. A parallel-form
ANC structure separates the discrete frequencies into a series
of adaptive filters. Then delayless bandpass filter bank is used
to split the measured error signal, and use the individual error
signal to update the corresponding adaptive filters. The transfer
function of the remote controller is derived in the acoustic
domain, which moves the ZoQ from the error microphone to the
nearby remote location. Computer simulations are performed to
verify the performance of the proposed algorithm.

I. INTRODUCTION

Active noise control (ANC) is an efficient technique to re-
duce low-frequency noises, where conventional passive meth-
ods are costly, bulky, and ineffective for many industrial appli-
cations. Active noise control is based on the simple principle
of destructive interference. The superposition of two sound
fields that have an equal amplitude but opposite phase, cancel
out each other and create a small zone of quiet (ZoQ). In real-
world, vibrating machines or reciprocating and rotary motion
devices generate plenty of noxious noises that mostly have
discrete low frequencies. The parallel-form narrowband active
noise control (NANC) has been found effective and efficient
to diminish the narrowband noise with distinct frequencies.

The parallel-form narrowband ANC system with a least
mean square (LMS) algorithm was investigated and developed
by several researchers [1-3]. However, these parallel-form
narrowband ANC algorithms update all adaptive filters using
the same error signal. Thus the residual noise component
from other channels disturb the adaptive algorithm of each
filter. To obtain the individual error signals for corresponding
channels, Yang et al. has proposed a parallel-form narrowband
ANC structure using multiple notch filters [4-5]. However,
it ignores the problem of additional secondary path delay
introduced by the notch filters. In [6], Xiao proposed a
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narrowband ANC system with multiple parallel filters and an
additional bandpass filter bank to decompose the output of
each filter. This method uses the same error signal to update
all adaptive filters. However, it still incur a problem similar
to the parallel form model. The performance of narrowband
ANC degrades when the error signal does not approach to
zero in all the components. Later, in [7-9] Chang and Kuo
proposed complete direct/parallel narrowband algorithms, that
use the delayless bandpass filter bank to split the residual
error signal into independent channels. Then the cost function
of the adaptive algorithm is updated by the corresponding
individual error signal based on the frequency components
of the input signal. The complete NANC structures have
been further investigated and implemented in various ANC
architectures such as feedback ANC [10] and variable leaky
LMS [11] algorithms.

Those conventional complete parallel-form narrowband
ANC algorithms create a ZoQ by minimizing the acoustic
pressure at the error sensor location. However, for some ANC
applications, there are some physical or application constraints
to place physical error sensors at the desired location. To
overcome this problem, several virtual or remote sensing
algorithms have been developed [12-16]. Therefore, to achieve
the noise attenuation and to introduce more flexible positioning
of the ZoQ, the conventional parallel-form NANC algorithm
needs to be amended. Virtual sensing techniques can be
used in parallel-form NANC algorithms to achieve the noise
attenuation at the desired location.

The motivation of this paper is to develop a parallel-
form remote ANC algorithm that can cancel the unwanted
narrowband noises at the remote location. At the same time,
the physical error microphone remains untouched. In our
proposed algorithm a parallel-form remote ANC structure
separate the discrete frequencies into a series of adaptive
filters. Then each adaptive filter works independently with a
single frequency of Bark frequency spectrum and its corre-
sponding remote adaptive controller. The transfer function of
the remote adaptive controller for each frequency component
is derived through the wave equation in the acoustic domain.
Using multiple delayless bandpass filters, the error signal is
divided into different channels depending on the frequency
components of the input signal. Therefore, the individual error
signal updates the corresponding adapting filter containing the
same frequency component as in the input signal.
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The rest of the paper is organized as follows. Section II
introduces the parallel-form narrowband ANC system. The
acoustic modeling of the remote adaptive controller is shown
in section III, while section IV describes the proposed parallel-
form remote ANC algorithm. Section V summarizes the sim-
ulation results and discuss the performance of the proposed
algorithm, and the conclusion is drawn in section VI.

II. PARALLEL-FORM NARROWBAND ANC SYSTEM

The parallel-form narrowband ANC system separates the
frequency components of the input signal into multiple chan-
nels connected in parallel. The complete structure of the
parallel-form NANC system is illustrated in Fig. 1. The
bandpass IIR filters are used to split the frequency components
into multiple parallel channels, and each channel consists of
an independent sinusoidal reference signal x;(n), and the
adaptive FIR filter W;(z) with an adaptive algorithm FxLMS.
The outputs of these adaptive filters are summed together to a
singular secondary path and generates a single canceling signal
y(n). Then in the feedback path of the adaptive algorithm, a
bank of bandpass IIR filters B;(z) (i = 1,....., M) are used to
split the error signal for generating independent error signals
to their corresponding input frequencies e;(n), i = 1,...., M.
These bandpass filters are delayless, and they will not produce
an extra delay between their input signal e(n) and output
signals e;(n). The bandpass filters are delayless for the narrow-
band signal at the center frequency of passband. This section
describes an overall structure of a parallel-form narrowband
system. However, the complete modeling of chosen delayless
filters is described in [7]. As shown in Fig. 1, the bandpass
IIR filters are used to separate the frequency components of
the reference signal x;(n) at frequency f; expressed as;

i=1,2,..., M. (1)

These separated signals are used as a reference input of the
adaptive filters W;(z) connected in parallel. The error signals
of these adaptive filters are used to update the filtered-x LMS
(FXLMS) algorithm. The output signal of ¢th adaptive filter

yi(n) is

x; = cos(2mfin),

T
w;

(n)xi(n) ()

yin) = 3 wialm)es(n 1)
=0

where w; ; is the coefficients of the adaptive filter W;(z) of
length L. The weight vector w;(n) and input vector x;(n) are
given as

T
] 3)

Wz(’l'l,) = [wlg(’l'l,) wm(n) wi,L—l(n)

x;(n) = [zi(n) z;(n — 1) ]T 4)

and 7 represent the transpose operation. The canceling signal
y(n) is the combination of the output of the M adaptive filters.

xi(n—L+1)

M
y(n) = Z yi(n) (5)
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Fig. 1: Block diagram of parallel-form FxLMS

The FXLMS algorithm for updating the weights of the adaptive

FIR filter can be expressed as,
wi(n+1) = w;(n) + piei(n)x;(n) (6)

Where p; is the adaption step-size of the ith adaptive filter,
and #;(n) is the filtered reference signal of the input z;(n).

@)

Where s;(n) and §;(n) are the coefficient of the ith order
secondary path S(z) and the estimated secondary path S (2)
respectively. As per the input signal x(n) defined in (8), the
bandpass filters separate its M individual frequency signals

M

The primary noise d(n) can be expressed as the sum of M
frequency components.

Zi(n) = 8;(n) * x;(n)

®)

M

d(n) = di(n) )
i=1

Where, d;(n) have the frequency components similar to z;(n).

Since, each adaptive filter W;(z) is a linear FIR filter, the noisy

signal error; e(n), can be decomposed into multiple frequency

components

M
e(n) = Z e;(n)

i=1

(10)

Where, e;(n) contains the same frequency components as
x;(n), and d;(n).

III. ACousTIC MODELING

To achieve the flexible positioning of the error microphone,
the remote adaptive algorithm is implemented in parallel-form
NANC system. In the remote adaptive algorithm, the transfer
function of the remote controller is derived based on the
system model in the acoustic domain. To study the behavior
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of the acoustic wave, the homogeneous wave equations are
well defined in the literature, but here we need to reformulate
these equations in a way we used in our NANC system.

2

1
2

t_i
Vop(a,t) — -

5 @P(% t)=0

an

Equation (11) is a well-known homogeneous acoustic wave
equation, where operator V2 is referred as Laplace operator.
The wave equation can be described in the frequency domain
by applying the Fourier transform of the acoustic pressure and
the particle velocity. The Fourier transform pair of the acoustic
pressure with respect to the time is given by

P(a,w) = Folpla,t)} = / T e ()
) = P} = o [ T Paw)eds (13)

where w = 27 f represents the radial frequency, and F;{.}
describes the Fourier transformation with respect to the time.
Updating wave equation (11) by incorporating P(x,w) and
applying the differentiation theorem of the Fourier transform,
formulates the wave equation in the frequency domain.

2 w2 _
V2P(z,w) + (;) P(z,w) =0 (14)

This form of the wave equation is defined as the Helmholtz
equation. The term % denotes the acoustic wave number k.

o= ()

A. Homogeneous Wave Equation in Spherical Coordinates

5)

In the spherical coordinate system, the Laplace operator V2
used in the wave equation (11) is given as

V2—i£ r2g + L 9 sinqﬁg + ! an
2 or or) r?sing d¢ 0P )  12sin2¢ 062
(16)

where (6, ¢,r) denotes the position in spherical coordinate
system. The solution of wave equation define in (11) can be

expressed as a product of four independent functions of spatial
variables (0, ¢, r) and time f.

p(e, ¢7 T, t) = Po (9)'p¢(¢)'pr(r)'pt(t) (17)

To separate the (17) into four differential equations in 6, ¢
r and ¢, the terms dependent on the respective other three
quantities are replaced by a constant, which leads to four
differential equations.

ciz <r2 a;(;)) +k*pi(t) =0 (18)
32
%&’5) +mpy() =0 (19)
1 9 ., Ope(0) m? _
SMQ%(smG 20 ) + <n(n +1)— 782,”29)1)9(6) =0

(20)
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n(n+1)
2

By (rQa’”(” pe(r) =0 QD)
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The solution of (18) with k = w/c reads

pe(t) = Tre ™" + Thet™ (22)
and the solution of (19) is given as
pe(@) = él(m)ei”w’ + By (m)e”me (23)

where 17,75, 1, ®5 denote arbitrary constants. The solution
of (20) is found using a transformation of variable. Let n =
cos(0), where (—1 < 7 < 1) so that the differential equation
(Legendre equation) for py(6) becomes

The solution is given by P* and @)}, Legendre functions of
the first and second kind respectively.

po(0) = O1 P (cost) + ©2Q1 (cosb) (25)

Where O1, O3 denote arbitrary constants. The Legendre func-
tions of the second kind ] are finite at the poles where
n = %1 so this solution is discarded (62 = 0).

The radial differential equation (21) can be rewritten as

872+22+k27n(n+1)
or

ror r2
which would be Bessel’s equation, except for the coefficient
of 2/r instead of 1/r. However, with suitable substitution
of p.(r) = Tl%ur(r) (26) can be transformed to Bessel’s
equation as follows

0? 19
or
The solution of the above Bessel’s differential equation yields

An Bn
pr(’l") = m.]n+1/2(k'r) + mYnJrl/g(k}’f‘)

)pr (=0 (@6

7)ur(r> =0 @

(28)

where J;,1/2(.) and Y, 1/2(.) are Bessel functions of the first
and second kind respectively, and A,, and B,, denote arbitrary
constants. Thus, a new form of Bessel functions, so-called
spherical Bessel functions of the first and second kind can be
defined as follows

jn(l‘) = (%) Jn+1/2($) (29)

yn(x) = (%) 2Yn+1/2(w) (30)

The spherical Hankel functions of the first and second kind
are defined in terms of these solutions

WD (@) = ju(2) + iy (z) 31)
W2 (2) = ju(2) — iyn () (32)
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The Hankel functions are combined into a single function
called a spherical harmonic Y, defined by

2n+1)(n-—
47

)Pm

)

Y. (0,9) = mtm)

(cost)eimey  (33)

Thus, any solution as outgoing traveling wave e~ of (11)
can be formulated as

> Y

n=0m=-n

0,p,7r,w) =

(34)
Now, the function defined in (34) is used to find the transfer
function of the optimal remote controller in the spherical
coordinate system, which creates a zone of quiet at a remote
location while the error microphone remains untouched. In
a parallel-form narrowband ANC system, the input signal is
separated into multiple channels on the bases of frequency
components. In this case, the transfer function of an optimal
remote controller is derived for each frequency component and
work with each independent input signal. The transfer function
of optimal remote controller W, ;(z) is defined as

Wopti(z) = pi(2)Wopt i(2)

Where, W(,pt i(z) is the series combination of the remote con-
troller transfer function p;(z) and traditional ANC controller
Wopt i(2). Where the p;(z) is given by

pi(z) =

Where A,; is the time-delay and K.; is the static gain of a
remote controller. The complete derivation of time-delay A,
and static gain K, is presented in [17].

i=1,2,...M (35

)

—A..
ri % n

(36)

IV. PARALLEL FORM NARROWBAND REMOTE ANC

The structure of the proposed parallel-form remote NANC
system is shown in Fig. 2. The standard parallel-form active
noise control comprises FXLMS as an adaptive algorithm.
However, as shown in the figure, our proposed system has a
remote controller p in each channel. So the adaptive algorithm
is modified to indemnify for the effect of a remote controller
pi(z). In an adaptive remote algorithm, the reference signal is
the same. However, the error signal is different from the error
signal of the original FXLMS based system. In the standard
FxLMS based NANC system, the error signal in the z-domain
is defined as

Ef(z) = P(2)Xi(2) + Wi(2)S(2)Xi(2) i=1,2,.... M
(37
However, the error signal in remote ANC system can be

expressed as:

Ei(z) = P(2)Xi(2)+Wi(Z)pi(2)S(2)Xi(z) 1=1,2,.. M

(38)

so, the difference between error signals can be obtained by
subtracting (37) from (38).

AB,() = E}(2) -

Ei(z) (39

mn]n k’T +anyn (k-r)>Ym(8 ¢)
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Fig. 2: Block diagram of parallel-form remote ANC

AE;i(z) = Wi(Z2)S(2)Xi(2) — Wi(Z)pi(2)5(2)Xi(2) (40)
As shown in Fig. 2, (40) can be simplified as
AEi(z) = S(2)Yi(z) = Yri(2) (A1)
AE;(z), in time domain can be expressed as
Aei(n) = s(n) * {yi(n) — yri(n)} (42)

Ae;(n) is the difference between the remote ANC error signal
and the desired error signal. So, the Ae;(n) should be added
to e;(n) in updating the error signal to compensate for the
influence of a remote controller. The resultant updated remote
FXLMS algorithm can be expressed as

wi(n) + pifei(n (n)}%i(n)

Where, w; is the weight vector of length L to represent the
impulse response coefficient W and p; is adaption step-size.

wi(n) = [ww(n) w;1(n) w,-,L_l(n)]T

and

wi(n+1) = ) + Aey( 43)

44)
Z;(n) = 8;(n) * z;(n) (45)

#;(n) is the filtered reference signal of the input z;(n). Where
3;(n) is the estimated impulse response of the secondary path
Si, and x;(n) is the input signal vector defined as

x;(n) = [zi(n) z;(n — 1)

Consequently, the remote FXLMS algorithm updates the adap-
tive weight vector W; by (43) and computes a control signal

yi(n) as

ziin—L+1)]"  (6)

Yei(n —1) = wi (n)x;(n) 47

E wzl

The canceling 51gnal y(n) is a combination of the M adaptive

filters. o
n) = 4in) (48)
1=1
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Fig. 3: Parallel-form multi-tonal remote ANC

The control signal y(n) is used to derive the secondary noise
in an acoustic domain. Then, the superposition of primary
and secondary sound fields cancel out each other through
destructive interference and creates a ZoQ at a remote location
rather than the location of an error microphone.

V. SIMULATION RESULTS

In order to show the validity of the proposed algorithm, a
set of computer simulation experiments has been performed.
In the following simulation experiments, the proposed parallel-
form remote ANC system is implemented on a set of the Bark
frequency spectrum, and target the central Bark frequency in
each critical band from (100-600) Hz. The delayless bandpass
filters are used to separate the frequencies into five paral-
lel adaptive filters. In this case, each adaptive filter works
independently with a single frequency component and its
corresponding remote adaptive controller p. Then the output
of all adaptive filters summed together to produce a single
anti-noise. The updated remote FXLMS can adaptively get an
estimate of W,,; at the presence of p in the control system.
Although the bandpass filters do not bring any additional
phase shift at the targeted frequency, it has a transient effect,
and it does introduce an additional group delay into the
secondary path as discussed in [18]. To overcome this effect,
the filter-bank must reach the steady-state before performing
the secondary path estimation.

In the simulation experiments, the Bark frequency spectrum
consists of five Bark frequencies (150, 250, 350, 450, 570) Hz.
So, the five bandpass IIR filters, Bys(z), M =1,2,3,4,5 are
centered at corresponding frequencies to split the frequency
component of input and error signals. The simulation results
of parallel-form remote NANC system are shown in Fig.
3. Where Fig. 3(a) shows the residual noise at the desired
remote location and Fig. 3(b) demonstrate the adaptation of
the proposed system at a different set of discrete samples
(0 —500) and (2500 — 3000). In order to study the response
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Power Spectral Density at Bark Frequency Spectrum
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Fig. 4: Power Spectral Density at Bark frequency spectrum

of the proposed system at each frequency component, the
graph shown in Fig. 4 offers the compelling analysis by using
a power spectral density function. In this graph, the signal
shown in blue color is the power of the input noise signal for
the complete spectrum. The signal shown in red color is the
residual noise measured at the physical error microphone. In
contrast, the signal in green color shows the power of residual
noise at the desired remote location, which is significantly
reduced and exhibits the overall performance of the proposed
system.

The results shown in Fig. 5 leads to a similar conclusion and
validates that the proposed algorithm performs substantially
better at a remote location rather than the location of the
physical error microphone. The frequency Fourier transform
method is used to analysis each individual frequency of the
Bark frequency spectrum. Fig. 5(a) shows the input signals
of the Bark frequency spectrum, while Fig. 5(b) shows the
residual noise at an error microphone of parallel form remote
NANC system. In Fig. 5(c) the resultant noise shows the 20dB
noise reduction at the desired remote location. Therefore, these
results show that the proposed structure is potentially feasible
for many industrial and automotive narrowband applications
where there are physical and application constraints to achieve
the noise attenuation at the desired location.

VI. CONCLUSIONS

Conventional parallel-form ANC systems are only able to
make a zone of quiet at the location of an error microphone.
In the single-channel ANC system, it is usually small and
occupied by the error microphone itself. Moreover, in many
industrial and automotive applications, there are physical lim-
itations and application constraints to place an error micro-
phone at the desired location. In this paper, we have developed
a novel parallel-form remote ANC algorithm to create a zone
of quiet (ZoQ) at the desired location, remote to the physical
error microphone. Taking the human auditory principle into
account, the proposed algorithm is implemented on a set of the
Bark frequency spectra. In the parallel-form ANC system the
signal is forwarded to a series of adaptive filters. Each adaptive
filter works independently with a single frequency component
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Fig. 5: FFT of parallel form remote ANC (a) Input noise
signal, (b) Noise at error microphone, (c) Remote ZoQ

and its corresponding remote adaptive controller. The transfer
function of the remote adaptive controller for each frequency
component is derived through the wave equation in the acous-
tic domain. The simulation results based on the remote transfer
function show that the proposed system is good enough to
create a remote ZoQ at a reasonable distance from an error
microphone. Moreover, the simulation results demonstrate that
the proposed algorithm achieves better noise reduction at the
remote region as compared to the physical error microphone
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and it can compensate the inherently introduced group delay in
the secondary path. As a next step the proposed model has to
be tested on the other auditory filter banks and psychoacoustic
parameters.
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