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Abstract—We have evaluated the application of the
wavelength–proportional arrangement of virtual microphones
(WPVM) to a triangular microphone array in a real car en-
vironment. Beamforming is effective for speech enhancement
in in-car communication. However, it is difficult to install a
sufficient number of microphones for beamforming in a car.
In this paper, we propose a virtual microphone technique that
increases the number of microphones virtually to achieve high
speech enhancement performance with a small number of mi-
crophones in a car. We applied the virtual microphone technique
to a triangular microphone array in a car and evaluated the
adaptive beamforming performance. As a result, the WPVM was
shown to be effective for improving the performance of speech
enhancement in a car.

I. INTRODUCTION

Information and communication technology (ICT) is devel-
oping rapidly. Recently, several studies of the application of
ICT to in-car communication (ICC) have been carried out [1]
[2]. Owing to the seat arrangement and background noise,
communication within a car is difficult. In particular, backseat
passengers may feel uncomfortable listening to the speech
from front seat passengers. The situation can be improved by
enhancing particular parts of speech by a loudspeaker located
near the back seats.

Beamforming is one of the methods used to enhance target
speech. In particular, beamforming speech enhancement is
effective because the positions of people, or the directions
of speech arrival, are easily predictable in a car. However,
beamformers do not work properly when there are fewer mi-
crophones than sources, i.e., underdetermined conditions. The
performance of beamforming degrades in underdetermined
situations. In ICC, the performance degrades because of the
inability to cope with an increase in the number of speakers
and background noise.

A simple solution to this problem is to increase the number
of microphones. However, in a car, this means that the micro-
phone array will be larger and more expensive. Considering
the increased costs and the balance with the design and other
equipment in a car, this solution is not practical.

In this situation, the virtual microphone technique is one of
the effective methods. A virtual microphone signal is generated
from the observed signals of two real microphones, and a
virtual microphone is deployed on the line connecting the two
real microphones. By using the virtual signal, we can increase
the number of channels of the beamformer. In experiments
with two microphones, it has been shown that the performance

Fig. 1. Arrangement of real and virtual microphones in interpolation technique

of speech enhancement with a virtual microphone is better
than that without the virtual microphone [3]. The advantage
of the virtual microphone technique is that it is easy to install
because it has a low cost and requires no space.

In this paper, we consider the virtual microphone technique
in ICC. Specifically, we generate virtual signals from the
signals obtained by a triangular microphone array in a car
and evaluate the adaptive beamforming performance. In an
experiment, we use the impulse response measured in a car.
We examine the effectiveness of the wavelength–proportional
arrangement of virtual microphones (WPVM) for speech en-
hancement in ICC.

II. INCREASING NUMBER OF CHANNELS BY VIRTUAL
MICROPHONE TECHNIQUE

A. Interpolation of Virtual Microphone Signals

In this section, we introduce interpolation by the virtual
microphone technique [4] [5]. In the virtual microphone
technique, a virtual microphone signal v(ω, t, α) is generated
from observed signals of two real microphones x1, x2 in the
time-frequency domain, where xi(ω, t) is the ith microphone
signal (i = 1, 2) at the angular frequency ω in the tth time
frame. α is the coefficient of the interpolation of the virtual
microphone; a virtual microphone is located at the point
obtained by internally dividing the line joining the two real
microphones in the ratio α to (1 － α). The arrangement of
real and virtual microphones is shown in Fig. 1.

In a situation where there are multiple sounds arriving from
different directions, the relationship between the microphone
position and the waveform is complicated and is difficult to
interpolate. Therefore, in this method, by assuming the W-
disjoint orthogonality (W-DO) [6] of the observed signals, we
simplify the modeling of the relationship. W-DO implies the
strong sparsity of the signal in the time-frequency domain,
assuming that the component from a sound source dominates
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Fig. 2. Arrangement of real and virtual microphones in extrapolation technique

one time–frequency slot of a discrete short–time Fourier
transform (STFT).

By assuming this, when multiple sounds arrive, they can
be regarded as a single sound in each time–frequency slot.
Thus, we can interpolate the virtual microphone signal. In the
virtual microphone, the phase and amplitude are interpolated
individually. The phase and amplitude of the observed signal
xi(ω, t) are respectively denoted as

ϕi = ∠xi(ω, t) = tan−1 Im(xi(ω, t))

Re(xi(ω, t))
, (1)

Ai = |xi(ω, t)|. (2)

The phase ϕi of the virtual microphone signal is interpolated
linearly as follows.

ϕv = ϕ1 + α(ϕ2 − ϕ1)

= (1− α)ϕ1 + αϕ2. (3)

The values of the phase are ϕi±2nπ for an arbitrary natural
number n. Therefore, the phase of the virtual microphone is
interpolated with the assumption that

|ϕ1 − ϕ2| ≤ π. (4)

The appropriate interpolation of the amplitude of the vir-
tual microphone depends on reverberation and the distance
between the source and the microphones in addition to the
direction of arrival. Thus, it is difficult to faithfully model the
actual amplitude attenuation. However, The signal amplitude
must also be interpolated in accordance with an appropriate
rule. Consequently, this method uses β-divergence for ampli-
tude interpolation instead of some physical model [4] [5]. β-
divergence is used distance measure for nonnegative values
such as amplitude. The amplitude of the virtual microphone
is interpolated as

Av =

exp ((1− α) logA1 + α logA2) (β = 1)(
(1− α)Aβ−1

1 + αAβ−1
2

) 1
β−1

(otherwise).
(5)

Using the parameter β, it is possible to nonlinearly interpolate
the amplitude of the virtual microphone using the amplitudes
of the two real microphones.

From the above, the virtual microphone signal v(ω, t) is
represented as

v(ω, t, α) = Av exp (jϕv). (6)

B. Extrapolation of Virtual Microphone Signals

Next in this section, we introduce extrapolation by the
virtual microphone technique [7]. The arrangement of real and
virtual microphones is shown in Fig. 2. For the extrapolation
of a virtual microphone signal, we have to check the validity
of the generation method for a virtual microphone described
in the previous section. For phase extrapolation, we can use
the same equation as in the previous phase interpolation, but
the amplitude interpolation is difficult. Extrapolation based on
β-divergence sometimes outputs unrealistic amplitudes such
as a negative amplitude or diverges to positive infinity. Such
impossible extrapolation must be avoided. Therefore, in this
method, since interaural time difference (ITD) is dominant in
the frequency range below 1.5 kHz [8] [9], we use the ampli-
tude of the real microphone closest to the virtual microphone
as the amplitude of the extrapolated virtual microphone.

Av =

{
A1 (α < 0)
A2 (α > 1).

(7)

From the above, the extrapolated virtual microphone signal
v(ω, t, α) is represented in the same way as in the interpola-
tion.

v(ω, t, α) = Av exp (jϕv). (8)

C. Wavelength–Proportional Arrangement of Virtual Micro-
phones (WPVM)

In this section, we introduce the wavelength–proportional
arrangement of virtual microphones (WPVM) [3]. In this
method, the coefficient of the position of the virtual micro-
phone α is denoted as

α(ω) =
λk

d
=

2πck

ωd
. (9)

where λ is the wavelength, k is the scaling of the interval
between the reference microphone and the virtual microphone
relative to wavelength, d is the distance between the real
microphones, and c is the velocity of sound. This equation im-
plies that the virtual microphone is placed at a position k times
the wavelength corresponding to the processing frequency
from x1; therefore, the total length of the microphone array
including the virtual microphone is larger at lower frequencies
and smaller at higher frequencies. By setting an appropriate
parameter k, spatial aliasing does not occur and a sufficient
phase difference between microphones can be obtained at all
frequencies. In theory, a sufficient phase difference is not
obtained at k = 0.25 and spatial aliasing may occur at k
= 2. A sufficient phase difference is obtained at k = 0.5
and good performance is expected. By this method, it was
shown that speech enhancement performance increased in a
two-microphone experiment in an underdetermined situation.
According to research on WPVM, an appropriate value of k
is to be 0.5 or 1 [3].

D. Triangular Beamformers in a Car

Finally, we introduce triangular beamformers in a car used
for speech enhancement in the experiment. In this experiment,
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Fig. 3. Sound source and microphone layout in experiment

Fig. 4. Arrangement of triangular microphone array

to evaluate the performance of the virtual microphone tech-
nique, we apply an increasing number of channels by using the
virtual microphone technique to a maximum SNR beamformer
[10] [11]. The maximum SNR beamformer requires prior in-
formation on the covariance matrices of the target-only period
and interference-only period. From the prior information of
the target and interference, the maximum SNR beamformer
constructs a spatial filter so that the power ratio of the target
to the interference becomes maximum. In principle, the virtual
microphone can be similarly applied to other microphone array
signal processing techniques as well as the maximum SNR
beamformer.

As a comparison, we use a minimum variance distortionless
response (MVDR) beamformer without virtual microphones
for speech enhancement [10] [12]. When there is no correla-
tion between the target and the interference sound, since the
variance of the observed signal is the sum of the variances of
the target and interference, the MVDR beamformer reduces
the effect of the interference by minimizing the variance of
the observed signal.

In this paper, we use WPVM and perform extrapolation of
virtual microphone signals with a triangular microphone array.
In addition, we apply this technique to speech enhancement
using a maximum SNR beamformer.

III. EXPERIMENTS

In the experiments, we examined whether WPVM and the
extrapolation of virtual microphones are effective for triangular
microphones in ICC, using an observed signal obtained from
four speakers and the measured impulse responses in a car. By
changing k of WPVM, α used in extrapolation, the speakers

Fig. 5. Actual triangular microphone array

Fig. 6. Arrangement of real and virtual microphones

to be enhanced, and the direction of the virtual microphone,
we examined whether the virtual microphone affects the
performance. We used signal-to-distortion ratio (SDR), source-
to-interference ratio (SIR), and sources-to-artifacts ratio (SAR)
to evaluate the enhancement performance [13].

A. Experimental Conditions

In the experiments, we used data for a total of 10 speakers
(6 male speakers and 4 female speakers), and 503 phoneme–
balanced sentences contained in set B of the ATR digital
speech database [14]. We selected four random individuals
from this database. We generated 20 patterns of observed
signals by convolving measured impulse responses into the
speech signals. The number of real microphones was 3 and
the number of virtual microphones was 1. There are 2 patterns
of virtual microphone positions. The virtual microphones are
used individually rathar than both at the sametime.

Proceedings, APSIPA Annual Summit and Conference 2020 7-10 December 2020, Auckland, New Zealand

423



TABLE I
EXPERIMENTAL CONDITIONS

Sampling rate 8 kHz
Signal-to-noise ratio (SNR) 0 dB
FFT frame length 1024 samples
FFT shift 256 samples
Reverbration time 58 ms

We measured the impulse responses by using a time–
stretched pulse (TSP) recorded in a car. In recording the TSP,
we set speakers at a driving seat, a passenger seat, and two rear
seats in the car and microphones at a map lamp. The layout of
the sound sources and triangular microphone array is shown in
Fig. 3. The arrangement of the triangular microphone array is
shown in Fig. 4. An image of the actual triangular microphone
array is shown in Fig. 5. Other experimental conditions are
listed in Table I. In this experiment, a virtual microphone
was applied to the triangular microphone array. The combi-
nations of two real microphones used to generate the virtual
microphones were {(real mic1, real mic2): virtual mic1, (real
mic1, real mic3): virtual mic2}, and virtual microphones are
generated towards the rear of the car. The arrangement of the
virtual microphone is shown in Fig. 6. Virtual mic1 is a virtual
microphone toward the passenger seat and the virtual mic2 is a
virtual microphone toward the driver’s seat. The combinations
of two real microphones was set so that virtual microphones
are close to the angle of the enhanced speech.

In addition, we set k of WPVM to {0.25, 0.5, 1, 2} and set
α to 10. We decided the values of k on the basis of the values
tested in WPVM research and the value of α on the basis of
previously obtained good results [3].

In the experiment, we used the MVDR beamformer [10]
[12] and maximum SNR beamformer [10] [11] in only the
triangular microphone array, the maximum SNR beamformer
was used with a virtual microphone for the driver’s or pas-
senger’s speech enhancement, and we evaluated SDR, SIR,
and SAR. The maximum SNR beamformer and MVDR beam-
former were given prior information about the target-only
period and interference-only period. The speech given as prior
information is another speech of the same speaker as the test.

SDR, SIR, and SAR were averaged over the 20 patterns
corresponding to different combinations of the four speakers.

B. Results and Discussion

We evaluated the speech enhancement performance using
the average of the results of 20 patterns. Table II shows the
driver’s speech enhancement and Table III shows the passen-
ger’s speech enhancement. The maximum SNR beamformer
has better performance than the MVDR. Next, the performance
was better with a virtual microphone than without it. By
changing from a situation of three microphones and four sound
sources (underdetermined situation) to that of four micro-
phones and four sound sources (determined situation) using
a virtual microphone, the performance was improved. From
these results, the virtual microphone technique is effective in
a triangular microphone array in an underdetermined situation

TABLE II
RESULTS OF DRIVER’S SPEECH ENHANCEMENT

Virtual mic k1, α2 SDR SIR SAR

no virtual mic MVDR 8.31 18.00 8.90
max SNR 9.02 14.76 10.55
k = 0.25 10.33 16.99 11.50
k = 0.5 10.60 17.64 11.66

virtual mic1 k = 1 10.41 17.45 11.47
k = 2 9.41 15.64 10.74
α = 10 10.19 16.76 11.39
k = 0.25 10.38 16.93 11.59
k = 0.5 10.47 17.25 11.61

virtual mic2 k = 1 10.07 16.71 11.27
k = 2 9.46 15.64 10.82
α = 10 10.39 16.81 11.64

1 Wavelength coefficient in WPVM.
2 Coefficient of position of virtual microphone in

extrapolation.

TABLE III
RESULTS OF PASSENGER’S SPEECH ENHANCEMENT

Virtual mic k1, α2 SDR SIR SAR

no virtual mic MVDR 4.86 15.22 5,45
max SNR 8.96 15.18 10.33
k = 0.25 10.29 17.10 11.42
k = 0.5 10.46 17.57 11.51

virtual mic1 k = 1 10.15 17.32 11.20
k = 2 9.36 16.00 10.58
α = 10 10.20 17.01 11.34
k = 0.25 9.66 16.74 10.82
k = 0.5 9.87 16.85 10.98

virtual mic2 k = 1 9.84 16.75 10.97
k = 2 9.35 15.93 10.97
α = 10 9.71 16.54 10.86

in a car.
Next, we found that the use of WPVM is the best when

an appropriate k (k = 0.5) is chosen where we apply a virtual
microphone. In contrast, when an inappropriate k, especially k
= 2, was used, the results were worse than those for extrapola-
tion with α = 10. By comparing WPVM with an appropriate k
and the maximum SNR beamformer with only the triangular
microphone array, the SDR was improved by up to 1.6 dB
for the former. These results show that the performance is
slightly better using WPVM with an appropriate k than using
the extrapolation of a virtual microphone with α = 10.

The directivity pattern did not change significantrly when
the driver’s speech was enhanced, and SDR was improved by
up to about 0.6 dB when the passenger’s speech was enhanced.

Looking at the individual results, we found that the results
for passenger’s speech enhancement were often better with
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virtual mic1, whereas the results for the driver’s speech
enhancement were good in some cases and the results were
bad in others with virtual mic2. This result shows that the per-
formance is not uniformly affected by the placement direction,
but it is more likely that the virtual microphones are the best
placed in the direction of the target.

These results are similar to those of the two-microphone
experiments [3], except for the direction of placement, which
indicates that the virtual microphone is effective on a surface
with a triangular microphone array in ICC.

IV. CONCLUSION

In this paper, we applied the wavelength–proportional ar-
rangement of virtual microphones (WPVM) to speech en-
hancement with a triangular microphone array in in-car com-
munication (ICC) in an underdetermined situation. By the
virtual microphone technique, it was found possible to mitigate
the degradation of performance due to underdetermined condi-
tions in three-microphone experiments. In these experiments,
we generated observed signals by convolving measured im-
pulse responses into speech in a car. We compared the results
of speech enhancement by beamforming with and without a
virtual microphone.

In the experiment, the virtual microphone technique was
shown to be effective for improving speech enhancement per-
formance by using a triangular microphone array in ICC and
an underdetermined situation. The WPVM with an appropriate
k showed especially the best enhancement performance.
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