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Abstract—In this paper, we propose a joint speech source
separation and dereverberation technique which works well
when the number of microphones is more than the number
of speech sources. Microphones that exceed the number of
sound sources are utilized for background noise reduction. The
proposed method extends the recently proposed ILRMA-T into
an over-determined technique. We reveal that an orthogonal
constraint enables efficient update of a noise reduction filter
in the proposed framework similar to the previously proposed
over-determined speech source separation case. Secondly, the
proposed method utilizes a joint diagonalization framework to
reduce the residual noise signal in the output separated signal.
Experimental results show that the proposed method efficiently
separates speech sources in reverberant and noisy environments.

Index Terms:dereverberation, blind speech source separation,
noise reduction, joint diagonalization

I. INTRODUCTION

Signals recorded by microphones are contaminated by back-
ground noise, reverberation, and interferences. Blind speech
source separation [1]–[3], e.g., independent component anal-
ysis (ICA) [4], independent vector analysis (IVA) [5], [6],
and dereverberation [7] techniques, e.g., Weighted Prediction
Error (WPE) [8], are required to remove unwanted signals and
to recover speech quality in speech communication systems,
speech diarization systems, and automatic speech recognition
(ASR) systems. Although speech source separation techniques
and dereverberation techniques have evolved separately, joint
optimization of several techniques has not matured yet. Thus,
one important challenge is how to optimize speech source
separation, dereverberation, and noise reduction jointly.

Recently, joint optimization of speech separation and dere-
verberation has been studied [9]–[14]. These techniques can
be divided into determined techniques [9], [11]–[13] and
under-determined techniques [10], [14]. Approaches based on
determined models assume that the number of the speech
sources is equal to the number of the microphones. These
approaches combine WPE [8] and a blind speech source
separation such as Independent Low-Rank Matrix Analysis
(ILRMA) [15], [16] jointly. All parameters can be estimated
to increase the likelihood function monotonically. ILRMA-T
[12], [13] optimizes a separation filter and a dereverberation
filter jointly by an extension of the iterative projection (IP)
method [17]. However, conventional approaches do not per-
form noise reduction jointly with speech source separation and
dereverberation.

Another joint optimization of speech source separation
and dereverberation is based on the under-determined model
which assumes that the number of the speech sources is
more than the number of the microphones. Because we can
regard the noise signal as an additional source in the under-
determined model, the noise signal can be also reduced in the
speech source separation framework [10], [18]. However, it is
difficult to optimize all of the parameters stably in the under-
determined model such as local Gaussian model (LGM) [19],
[20], because the number of parameters is larger than in the
determined model. A previously proposed approach utilizes a
determined model based speech source separation followed
by an under-determined model based approach to increase
stability of the parameter estimation in the under-determined
model [14]. Because it is not efficient to estimate noise
information from scratch in the under-determined model, it is
required to estimate noise information also in the determined
model.

Recently, joint optimization of speech source separation and
noise reduction has been studied in the over-determined speech
source separation context [21]–[26]. In these approaches, it is
assumed that there are more microphones than the number
of speech sources. In [27]–[29], it is considered to reduce
the number of the microphones to the number of the speech
sources. However, these methods risk removing speech sources
[25]. In [24], [26], over-determined approaches based on the
determined model have been proposed. A background noise
signal is interpreted as one source signal, and microphones
that exceed the number of speech sources are effectively
utilized for reduction of the background noise signal. A
computationally efficient method is also proposed based on
an orthogonal constraint for the update of the separation
filters of the background noise signals [24], [26], which are
special cases of Independent Subspace Analysis (ISA) [30]–
[32]. Because conventional over-determined based approaches
do not perform speech dereverberation, one next goal is the
integration of speech dereverberation in the over-determined
framework.

In this paper, we propose an over-determined based joint
optimization for speech source separation, dereverberation,
and noise reduction. The proposed method can be regarded
as an extension of ILRMA-T into an over-determined ap-
proach. Thus, we call the proposed method OverILRMA-
T. We reveal that an orthogonal constraint enables efficient
update of the noise reduction filter in the proposed framework
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similar to the over-determined speech source separation case
[24], [26]. For additional noise reduction, we also propose
a sequential integration of the proposed OverILRMA-T and a
joint diagonalization based parameter update [33]. We conduct
experiments and confirm effectiveness of the proposed method
in reverberant and noisy environments with multiple speech
sources.

II. RELATION TO PRIOR WORK

As a result, the parameter optimization scheme of the
proposed OverILRMA-T is identical to that of the IP-1 al-
gorithm proposed by [34] (Ikeshita-IP-1). Ikeshita-IP-1 has
been derived under the approximation that the covariance
matrix of the background noise signal is an identity matrix.
Due to this approximation, it is not assured that the original
likelihood function increases monotonically in Ikeshita-IP-
1 and the original likelihood function cannot be obtained
in Ikeshita-IP-1. On contrary to Ikeshita-IP-1, the proposed
method does not utilize the above assumption. It is assured that
the proposed method increases the original likelihood function
monotonically. In the proposed method, the original likelihood
function can be calculated easily.

III. SIGNAL MODEL

A. Microphone input signal

The microphone input signal is defined as a convolutive
mixture in the time-frequency (T-F) domain.

xlk =

Ns∑
i=1

Ld−1∑
d=0

si,l−d,kaidk + nlk, (1)

where xlk ∈ CNm (Nm is the number of the microphones), l
is the frame index, k is the frequency index, Ld is the number
of the tap-length of each impulse response in the T-F domain,
silk is the i-th speech source signal, nlk is the multi-channel
noise signal, aidk is the d-th tap of the impulse response of the
i-th speech source, and Ns is the number of speech sources.
We assume that Nm is larger than Ns. The objective is to
estimate {silk} from the microphone input signal {xlk}.

B. Probabilistic modeling

We assume that each speech source silk belongs to a zero-
mean time-varying Gaussian distribution:

p(silk) = N (0, vilk), (2)

where vilk is the time-varying variance of the i-th speech
source. vilk ≥ 0 is modeled as follows:

vilk =

Nn∑
n=1

cilnbink, (3)

where Nn is the number of basis vectors, bink ≥ 0 is the
basis coefficient of the n-th component, and ciln ≥ 0 is the
time-varying activity of the n-th component. The noise signal
is also modeled as a zero-mean multi-variate time-invariant
Gaussian distribution as follows:

p(nlk) = N (0,Vk). (4)

The covariance matrix Vk is modeled as a low-rank matrix,
Vk = ZkRkZ

H
k , where H is the Hermitian transpose of a

matrix/vector, Zk is a Nm×Nr (Nr = Nm−Ns) matrix, and
Rk is a Nr×Nr matrix. Let x̃lk be a NmLd-dimensional vec-
tor defined by [ xH

lk · · · xH
l−Ld+1 ]H . Thus, x̃lk contains

not only the current microphone input signal but also the past
microphone input signal. The negative log likelihood function
of the microphone input signal L can be calculated under the
condition that the past microphone input signal is given [13]
as follows:

L =
∑
lk

Ns∑
i=1

|pH
ikx̃lk|2

vilk
+ log vilk +

(
PH

k x̃lk

)H
R−1

k PH
k x̃lk

+ log|detRk|−2 log|detWk|+const.,

(5)

where pik is the NmLd-dimensional vector which separates
the i-th speech source, Pk is a NmLd × Nr matrix which
separates the noise signal, Wk is a Nm×Nm matrix which is
the upper-left partial matrix of Pk. Pk is a Nm×NmLd matrix
which is defined as Pk =

(
p1k · · · pNsk Pk

)H
. In the

proposed method, parameters {Pk}, {Rk}, {ciln}, {bink} are
updated to minimize the negative log likelihood function L.

IV. PROPOSED METHOD

The proposed method updates all the parameters in an
iterative way. ciln and bink are updated based on non-negative
matrix factorization (NMF) [15]. pik is updated based on
ILRMA-T [12], [13]. Pk is updated in a similar way to the
previously proposed over-determined speech source separation
[24]–[26]. We reveal that an orthogonal constraint enables
efficient update of the noise reduction filter Pk in the proposed
framework similar to the over-determined speech source sep-
aration [24]–[26]. In [26], Rk was set to an identity matrix.
We reveal that this constraint is not necessary. Rather, it is
necessary to introduce Rk to ensure monotonical decrease of
the cost function.

A. Speech source model estimation

NMF parameters are updated to minimize the cost function
L in an iterative manner as follows:

bink ← bink

√√√√√√
∑

t |ŝilk|
2
ciln

(∑Nn

n=1 cilnbink

)−2

∑
t ciln

(∑Nn

n=1 cilnbink

)−1 , (6)

ciln ← ciln

√√√√√√
∑

k |ŝilk|
2
bink

(∑Nn

n=1 cilnbink

)−2

∑
k bink

(∑Nn

n=1 cilnbink

)−1 , (7)

where ŝilk is the separated signal defined as follows:

ŝilk = pH
ikx̃lk. (8)
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B. Separation filter update based on ILRMA-T [12], [13]

The separation filter for the i-th speech signal, pik, is
updated as follows:

pik ←
Q−1

ik aik√
aH
ikQ

−1
ik aik

, (9)

where

Qik =
1

L

L∑
l=1

x̃lkx̃
H
lk

vilk
, (10)

ai =

(
W

−1

k ei
0

)
, (11)

and ei is a Nm dimensional vector in which only the m-th
element takes 1 and the other elements take 0.

C. Noise separation filter update with orthogonal constraint

The derivative of the negative log-likelihood function L
w.r.t. the noise reduction filter Pk can be calculated as follows:

∂L
∂P ∗

k

= QnkPkR
−1
k −

(
W−1

k En

0Nm(Ld−1)×Nr

)
, (12)

where

Qnk =
1

L

L∑
l=1

x̃lkx̃
H
lk, (13)

and En is a Nm × Nr matrix which is defined as
[ eNs

· · · eNm ]. We can obtain the following equation by
taking ∂L

∂P ∗
k
= 0 as follows:(

Wk 0
0 INm(Ld−1)×Nm(Ld−1)

)
QnkPkR

−1
k =

(
En

0

)
,

(14)

where I is the identity matrix. Let W k be a Nm×Nm matrix
which is equal to Wk just before Pk is updated. Because the
first Ns row vectors in Wk are the same as those in W k,
each column vector in the matrix QnkPkR

−1
k is in a linear

subspace spanned by the last Nr row vectors of the matrix(
W k 0Nm×Nm(Ld−1)

)
. Thus, we can obtain the following

equation:(
wH

i,k 0
) (

QnkPkR
−1
k

)
j
=

{
0 if i ≤ Ns

bij otherwise,
(15)

where wH
i,k is the i-th row vector of W k and

(
QnkPkR

−1
k

)
j

is the j-th column vector of QnkPkR
−1
k . It can be summarized

as follows:(
W k 0
0 I

)
QnkPkR

−1
k =

(
En

0

)
Bk, (16)

where Bk = {bij} is a Nr ×Nr matrix. Pk can be obtained
as follows:

Pk ← Q−1
nkAkBkRk, (17)

where Ak is defined as follows:

Ak =

(
W

−1

k En

0

)
. (18)

The remaining unknown variable is Bk. Bk is obtained to
fulfill (14) as follows:

RH
k BH

k AH
k Q−H

nk AkBk = I. (19)

Thus, Bk can be obtained as follows:

Bk = F−H
k UkG

−1
k , (20)

where

GkG
H
k = Rk, (21)

FkF
H = AH

k Q−H
nk Ak, (22)

and Uk is a Nr×Nr arbitrary unitary matrix. The cost function
L is not affected by the selection of Uk. Thus, we set Uk to
an identity matrix. Finally, we can update Pk as follows:

Pk ← Q−1
nkAkF

−H
k GH

k . (23)

After updating Pk, we can update Rk to minimize the cost
function L as follows:

Rk ←
1

L

∑
l

PH
k x̃lkx̃

H
lkPk, (24)

Proposition 1: The cost function is invariant by replacing
Pk and Rk with an arbitrary non-singular square matrix Dk

as follows:

Pk ← PkDk, (25)

Rk ←DH
k RkDk. (26)

Proof: In (5), the third term, the fourth term, and the fifth
term depend on Rk and Pk. The third term is invariant by the
replacement as follows:

(27)

(
(PkDk)

H
x̃lk

)H (
DH

k RkDk

)−1
(PkDk)

H
x̃lk

=
(
PH

k x̃lk

)H
R−1

k PH
k x̃lk.

The fourth term becomes

log|det
(
DH

k RkDk

)
|= log|detRk|+2 log|detDk|. (28)

Eq. (25) does not change the Ns row vectors of Wk, and
Eq. (25) changes only the last Nr rows vectors. Therefore
The fifth term is

(29)−2 log
∣∣∣∣det(INs×Ns

0
0 Dk

)
Wk

∣∣∣∣
= −2 log|detWk|−2 log|detDk|.

Summation of the fourth term and the fifth term is invariant
by the replacement. Thus, L defined by (5) is invariant by the
replacement.
Based on the proposition 1, we can obtain the following
simpler update of Pk by setting Dk to G−H

k FH
k :

Pk ← PkDk = Q−1
nk

(
W

−1

k En

0

)
. (30)
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Furthermore, by setting Dk to G−H
k FH

k W−H
nk (Wnk is the

left-bottom Nr ×Nr matrix of Wk), we can update Pk more
efficiently as follows:

Pk =

 Ank

−I
Jnk,3J

−1
nk,1Ank − Jnk,3J

−1
nk,1En

 , (31)

where (
Jnk,1,Nm×Nm Jnk,2

Jnk,3 Jnk,4

)
= Q−1

nk , (32)

Ank = (W s,k,Ns×Nm
J−1
nk,1Es)

−1W s,kJ
−1
nk,1En. (33)

(31) is corresponding to the extension of the orthogonal con-
straint for multi-channel speech source separation [24], [26]
into joint speech source separation and dereverberation. In ad-
dition to the speech source separation filter, the dereverberation
filter can be updated efficiently with the proposed orthogonal
constraint. Even when Pk is updated with Dk, Rk can be
obtained based on (24). Because Rk does not affect updates
of Pk based on (31) and pik based on (9), we can actually
skip update of Rk. After the iterative parameter update, the
output signal yilk ∈ CNm is obtained via projection-back as
follows:

yilk =
(
W−1

k

)
i
ŝilk, (34)

where
(
W−1

k

)
i

is the i-th column vector of W−1
k . We call this

algorithm OverILRMA-T-1. The algorithm of OverILRMA-
T-1 is summarized in Algorithm 1.

Algorithm 1 Algorithm of OverILRMA-T-1
Input: {x̃lk}, Initialized value of {ŝilk}, {Pk}, {ciln}, and
{bink}

Output: Separated signal yilk ∈ CNm

1:

(
Jnk,1 Jnk,2

Jnk,3 Jnk,4

)
= Q−1

nk , with Qnk = 1
L

∑L
l=1 x̃lkx̃

H
lk ,

∀k
2: for t = 1 to Nt do
3: for i = 1 to Ns do
4: Update NMF parameters bink and ciln, ∀n,∀k based

on (6) and (7).
5: Update pik, ∀k based on (9).
6: end for
7: Update Pk, ∀k based on (31).
8: for i = 1 to Ns do
9: Estimate ŝilk ∀l, ∀k based on (8).

10: end for
11: end for
12: Perform projection back based on (34).

D. Additional noise reduction based on joint diagonalization

Typically, it is not sufficient to reduce noise based on a
determined model. We adopt additional removal of residual
noise signal by utilizing a joint diagonalization (JD) tech-
nique [33]. After estimating parameters based on the pro-
posed OverILRMA-T-1, a new parameter rk is updated. The

cost function of the proposed OverILRMA-T with JD LJD

(OverILRMA-T-2) is formulated as follows:

(35)

LJD =
∑
lk

Nm∑
i=1

|pH
ikx̃lk|2(∑Ns

s=1 vilkrisk +
∑Nm

s=Ns+1 risk

)
+ log

(
Ns∑
s=1

vilkrisk +

Nm∑
s=Ns+1

risk

)
− 2 log|detWk|+const.,

risk is updated in an iterative manner to increase LJD

monotonically based on joint diagonalization [33]. We also
expect that it is better to set risk = 0 when s ≤ Ns and i ̸= s,
because we can prevent remixing from the s ( ̸= i)-th speech
stream to the i-th speech stream when risk = 0. In this case,
we can obtain the following simplified cost function:

LJD2 =
∑
lk

Ns∑
i=1

|pH
ikx̃lk|2

vilk + rik
+ log (vilk + rik)− 2 log|detWk|

+
(
PH

nkx̃lk

)H
R−1

nkP
H
nkx̃lk + log|detRnk|, (36)

rik stands for the amount of the noise signal at the i-th output
signal. {rik}, {ciln}, and {bink} are updated as follows:

rik ← rik

√√√√√√
∑

t |ŝilk|
2
(∑Nn

n=1 cilnbink + rik

)−2

∑
t

(∑Nn

n=1 cilnbink + rik

)−1 , (37)

bink ← bink

√√√√√√
∑

t |ŝilk|
2
ciln

(∑Nn

n=1 cilnbink + rik

)−2

∑
t ciln

(∑Nn

n=1 cilnbink + rik

)−1 ,

(38)

ciln ← ciln

√√√√√√
∑

k |ŝilk|
2
bink

(∑Nn

n=1 cilnbink + rik

)−2

∑
k bink

(∑Nn

n=1 cilnbink + rik

)−1 .

(39)

The other parameters, i.e., Pk and pik, are updated in the
same way as OverILRMA-T-1 based on (31) and (9). The
output signal can be obtained as follows:

yilk =
vilk

vilk + rik

(
W−1

k

)
i
pH
ikx̃lk. (40)

We call this algorithm OverILRMA-T-3.

TABLE I
SIMULATION CONFIGURATIONS

T60 [sec] Max order Absorption
0.33 17 0.35
0.70 30 0.19
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TABLE II
EVALUATION RESULTS WHEN T60 = 0.33 [SEC]

Approach ∆ SDR (dB) ∆ SIR (dB) ∆ CD (dB) ∆ LLR ∆ FwSegSNR (dB) ∆ SRMR

ILRMA-T 4.63 9.50 -0.36 -0.12 0.87 1.36
PCA+ILRMA-T 4.60 8.86 -0.33 -0.10 0.94 1.29

OverILRMA-T-1 5.36 9.63 -0.39 -0.13 1.21 1.64
OverILRMA-T-2 4.69 7.49 -0.46 -0.16 0.30 2.24
OverILRMA-T-3 5.59 10.19 -0.83 -0.23 1.55 2.64

TABLE III
EVALUATION RESULTS WHEN T60 = 0.70 [SEC]

Approach ∆ SDR (dB) ∆ SIR (dB) ∆ CD (dB) ∆ LLR ∆ FwSegSNR (dB) ∆ SRMR

ILRMA-T 4.63 8.68 -0.37 -0.11 0.58 1.45
PCA+ILRMA-T 4.05 7.31 -0.32 -0.08 0.30 1.23

OverILRMA-T-1 5.47 9.29 -0.42 -0.12 1.03 1.79
OverILRMA-T-2 4.92 7.30 -0.51 -0.15 0.34 2.41
OverILRMA-T-3 5.77 9.80 -0.87 -0.23 1.56 2.64

V. EXPERIMENT

A. Setup

Performances of speech source separation, dereverbera-
tion, and noise reduction were evaluated with simulated
data made by Pyroomacoustics [35]. Anechoic speech
sources were extracted from the CMU Sphinx database [36].
Pyroomacoustics simulated reverberant mixtures in a
10 × 10 × 10 m room with two configurations shown in
Table I. Sampling rate was 16000 Hz. Signal to Noise Ratio
(SNR) between speech sources and background noise was set
to 10 dB or 20 dB. The number of the microphones Nm

was 4. We used a square microphone array with a side of
4
√
2 cm. The number of the speech sources Ns was set to

2. Distance between microphones and talkers was set to 1 m.
100 reverberant mixtures were simulated for each condition.
The azimuth of each speech source was randomly selected
so that the azimuth difference between speech sources is
more than 30 degree. The utterances and the talkers were
randomly selected for each mixture. Frame size was 1024.
Frame shift was 512. Ld was set to 4. The number of the
parameter updates Nt was set to 40. In OverILRMA-T-2 and
OverILRMA-T-3, the parameters were updated in the same
way as OverILRMA-T-1 in the first 30 iterations. After that,
the parameters were updated to minimize the cost functions
with joint diagonalization, i.e., (35) and (36) by introducing
r.

B. Results

We utilized the signal-to-distortion ratio (SDR) (dB), the
signal-to-interference ratio (SIR) (dB), the cepstrum distance
(CD) (dB), the log likelihood ratio (LLR), the frequency-
weighted segmental SNR (FWSeg.SNR) (dB), and the speech-
to-reverberation modulation energy ratio (SRMR) as evalua-
tion measures. SDR and SIR were calculated by BSS EVAL
[37]. The other measures were calculated in the same way as

[38]. Evaluation results are shown in Table II and Table III.
The proposed methods were compared with ILRMA-T [13].
After ILRMA-T, the Ns strongest outputs were selected simi-
larly to [24]. Additionally, we also compared principal compo-
nent analysis (PCA) + ILRMA-T which reduces the number of
the input microphones from Nm to Ns similarly to [28], [29].
It is shown that the proposed OverILRMA-T-3 outperformed
the other methods. From comparison of OverILRMA-T-1 with
ILRMA-T and PCA+ILRMA-T, it is shown that the proposed
background noise reduction is more effective than the original
ILRMA-T. From comparison between OverILRMA-T-1 and
OverILRMA-T-3, it is shown that residual noise reduction with
additional parameter update with the joint diagonalization is
effective. On the other hand, by comparison of the results of
OverILRMA-T-2 and OverILRMA-T-3, it is shown that it is
effective to utilize joint diagonalization only for residual noise
reduction.

VI. CONCLUSIONS

In this paper, we proposed a joint optimization technique of
speech source separation, dereverberation, and noise reduction
in which it is assumed that the number of the microphones is
more than the number of the speech sources. We revealed that
it is possible to update the noise separation filter efficiently
with monotonical decrease of the cost function based on the
proposed orthogonal constraint similarly to the conventional
over-determined speech source separation. Additionally, we
proposed residual noise reduction based on joint diagonaliza-
tion. Experimental results showed that the proposed method
outperformed ILRMA-T based joint speech source separation
and dereverberation with a determined model. It is also shown
that joint diagonalization is effective when it is utilized for
only residual noise reduction.
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