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Abstract—Recent developments of noise reduction involves the
use of neural beamforming. While some success is achieved,
these algorithms rely solely on the gain of the beamformer
to enhance the noisy signals. We propose a framework that
comprises two stages where the first-stage neural network aims
to achieve a good estimate of the signal and noise to the second-
stage beamformer. We also introduce an objective function that
reduces the distortion of the speech component in each stage.
This objective function improves the accuracy of the second-
stage beamformer by enhancing the first-stage output, and in
the second stage, enhances the training of the network by
propagating the gradient through the beamforming operation.
A parameter is introduced to control the trade-off between
optimizing these two stages. Simulation results on the CHiME-3
dataset at low-SNR show that the proposed algorithm is able to
exploit the enhancement gains from the neural network and the
beamformer with improvement over other baseline algorithms in
terms of speech distortion, quality and intelligibility.

Index Terms—Neural beamforming, complex spectral map-
ping, speech enhancement, deep learning, joint-loss

I. INTRODUCTION

Beamforming has played a key role in telecommunica-

tions [1], seismic application [2], speech localization [3] and

speech enhancement [4–7]. Recent works on speech enhance-

ment via beamforming have incorporated deep-learning tech-

niques [8–18] and, which can broadly be classified as weight-

prediction [11, 19], mask-based [8–13, 20], and spectral-

mapping neural [14] beamforming techniques. Figures 1,

and 2, illustrate the training and inference process of these

approaches. In the weight-prediction approach, a neural net-

work (NN) learns the mapping between the noisy signal and

the beamforming weights. Mask-based and spectral-mapping

approaches, on the other hand, predict the speech and noise

components. Beamformer weights are then estimated using

second-order statistics of the speech and noise components.

Mask-based methods differ from spectral-mapping methods

in that the former predict spectral masks while the latter

directly predicts spectrograms of the target signal. To further

improve the performance of neural beamforming, several
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Fig. 1: Training and inference process of weight-prediction network approach.

methods enhances the training of the network by propagating

the gradient through the beamforming operation [13, 20]. Such

approaches have been shown to yield higher performance for

speech recognition applications [13, 20]. A two-stage spectral-

mapping neural beamforming has recently been proposed,

where both noisy signal and beamformed multi-channel output

of the first stage are used as inputs to the second stage [21].

These approaches, however, rely solely on its beamformer for

speech enhancement.

We propose a new framework that incorporates two stages

of speech enhancement. In the first stage, we employ SMoL-

net [22] (a monoaural convolution neural network (CNN)) to

estimate both the clean and noise signals. These signals are

then used to estimate their corresponding covariance matrices

for the second-stage minimum variance distortionless response

(MVDR) beamformer [2, 6]. With such a cascaded structure,

it is expected that any estimation errors present in the first

stage will result in a sub-optimal performance for the second-

stage beamformer. To address this issue, we propose a joint

objective function that optimizes the outputs of both SMoLnet

and MVDR. The weighting of this joint objective function is

determined via a parameter that controls the trade-off between

enhancing the multi-channel denoising capability of SMoLnet

(which results in the improvement of performance for the

second-stage beamformer), and optimizing the overall output

(which inherently improves the training process of the neural-

network by propagating the gradient through the beamforming
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Fig. 2: Training and inference process of (a) mask-based and (b) spectral-mapping neural beamforming approach which optimizes based on neural network
output.

operation). Simulations using the CHIME-3 dataset show that

the proposed SMoLnet-MVDR algorithm achieves additional

gain over both SMoLnet and the ablation version of SMoLnet-

MVDR (SMoLnet-MVDRa), and the oracle MVDR beam-

former, in terms of speech quality, distortion and intelligibility

at low signal-to-noise ratios (SNRs).

II. NEURAL BEAMFORMING

A. Problem formulation

The multi-channel speech enhancement problem can be

expressed in the time-frequency domain as

Y (n, t, f) = G (n, t, f)S (t, f) + V (n, t, f)

= X (n, t, f) + V (n, t, f) , n = 1, 2, . . . , N, (1)

where n is the microphone index and N is the number

of microphones in the array, while t and f are the frame

and frequency indices, respectively. In this signal model, the

source signal S(t, f) propagates through a channel that is

sufficiently modeled by a convolutive filter1 G(n, t, f). The

noise-free reverberant speech component X(n, t, f) at the nth

microphone is then contaminated by noise V (n, t, f), resulting

in a noisy speech signal Y (n, t, f). We assume that the noise

is uncorrelated with the source signal. The goal of speech

enhancement algorithms is to achieve an accurate estimate of

X(n, t, f) by reducing noise component in Y (n, t, f).

B. Mask-based and spectral-mapping neural beamforming

Mask-based neural beamforming methods achieve improve-

ment over conventional parametric mask methods due to

better estimation of the data-driven neural-network mask [23].

In these approaches, a denoising monoaural neural network

estimates spectral masks via

cMx,NN(n, t, f) = fNN(Y (n, t, f)), (2)

1Here, we assume that the channel filter has a shorter length than the
window length

where fNN(·) is the neural-network that maps each chan-

nel of the noisy signal to speech masks bmx,NN(n, t, f) =h
cMx,NN(1, t, f), . . . , cMx,NN(N, t, f)

iT
, and (·)T denotes the

transpose operator. Noise masks can then be computed from

the predicted speech mask [8] via

bmv,NN(t, f) = 1� bmx,NN(t, f)

=
h
cMv,NN(1, t, f), . . . , cMv,NN(N, t, f)

iT
. (3)

Alternatively, a neural-network can be trained such that it

maps each channel of noisy signal to both speech and noise

masks [23] by

[cMx,NN(n, t, f), cMv,NN(n, t, f)]
T = fNN(Y (n, t, f)). (4)

These masks are then used to compute a multi-channel NN-

enhanced speech signal

bxNN(t, f) = fx,mask ( bmx,NN(t, f))� y(t, f)

=
h
bXNN(1, t, f), . . . , bXNN(N, t, f)

iT
, (5)

and an estimate of the input noise

bvNN(t, f) = fv,mask ( bmv,NN(t, f))� y(t, f)

=
h
bVNN(1, t, f), . . . , bVNN(N, t, f)

iT
, (6)

where y (t, f) = [Y (1, t, f), . . . , Y (N, t, f)]
T

, and � is the

Hadamard product operator. The post-masking schemes for the

respective masks, fx,mask(·) and fv,mask(·) is optional, and is

used to combine the multichannel masks to a single-channel

mask. A non-exhaustive list of masking schemes includes

median [9, 20], max [8] or mean [8, 11].

For spectral-mapping techniques, instead of predicting a

mask, the neural network estimates the complex spectrogram

of speech via [21, 22, 24, 25]
"

bX<,NN (n, t, f)
bX=,NN (n, t, f)

#
= fNN

✓
Y
<
(n, t, f)

Y
=
(n, t, f)

�◆
, (7)
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Fig. 3: Training and inference process of the proposed framework. In the training process, the neural network is optimized with a multi-channel objective L1

and single-channel output objective L2 as in (16). The output of the beamformer is decomposed to XNN−BF(n0).

where fNN(·) is a real-valued neural network that maps each

channel of the noisy signal to speech component bXNN(n, t, f),
and the subscript < and = indicate the real and imaginary com-

ponents, respectively. Here, applying this monoaural neural

network on each channel forms an output vector bx
NN

(t, f) =h
bXNN(1, t, f), . . . , bXNN(N, t, f)

iT
, where bX

NN
(n, t, f) =

bX<,NN(n, t, f) + j bX=,NN(n, t, f).

Given estimates bx
NN

(t, f) and bv
NN

(t, f), the spatial co-

variance matrices of the NN-enhanced speech and estimated

noise can be computed using

bΦxx,NN(f) =
1

T

TX

t=1

bxNN(t, f)bxH

NN
(t, f) , (8)

bΦvv,NN(f) =
1

T

TX

t=1

bvNN(t, f)bvH

NN
(t, f) , (9)

where T is the number of time frames and (·)
H

denotes the

Hermitian transpose. These covariance matrices can then be

employed to estimate the beamforming weights bwBF(t, f),
after which the beamformer output is obtained by

bXBF(n0, t, f) = bwH

BF
(f)y (t, f) , (10)

where n0 is the reference microphone index. In this frame-

work, the neural-network parameters can be trained by prop-

agating the gradient through the beamforming operation. As

a result, a significant improvement on the final performance

can be achieved [13, 20]. It is useful to note that the above

algorithms rely solely on their beamformer, and their per-

formance is upper-bounded by their oracle beamformers that

are computed using the true covariance matrices. In the next

section, we propose a framework to address this limitation.

III. PROPOSED SMOLNET-MVDR FRAMEWORK

The proposed two-stage speech enhancement framework is

illustrated in Fig. 3. In the first stage, each channel of the

noisy input signal is enhanced by a single-channel speech

enhancement neural network, where the complex spectrogram

of speech component is estimated via the spectral-mapping

network in (7) and the complex spectrogram of input noise is

defined as

bVNN(n, t, f) = Y (n, t, f)� bXNN(n, t, f). (11)

In particular, we employ SMoLnet [22] for (7) because it

is computationally efficient due to its significantly lower

number of parameters compared to existing monoaural neural

networks. In addition, its high-frequency resolution allows

high fidelity in signal representation that, in turn, enhances

the focusing ability of the beamformer. It is worth noting that

other monaural speech enhancement methods can also be used.

In the second stage, an MVDR beamformer [2] is employed

to further enhance the received signal at the output of the first

stage. The MVDR beamformer weights are determined via the

optimization criterion [6],

min
ŵBF(f)

Et

⇢���bVNN�BF (n0, t, f)
���
2
�

s.t Et

⇢��� bXNN�BF (n0, t, f)� bXNN(n0, t, f)
���
2
�

= 0,

(12)

where Et{·} denotes the sample mean along the time-

frame axis, bVNN�BF (n0, t, f) = bwH

BF
(f)bvNN (t, f), and

bXNN�BF (n0, t, f) = bwH

BF
(f)bxNN (t, f) denote the residual

noise and enhanced signal at the output of the MVDR beam-

former, respectively. Suppose that bΦxx,NN(t, f) is rank-1, the
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MVDR beamformer weights for (12) are given by

wMVDR(f) =
bΦ�1
vv,NN (f) bΦxx,NN (f)

tr
⇣
bΦ�1
vv,NN

(f) bΦxx,NN (f)
⌘un0

, (13)

where tr(·) is the trace operator, un0
= [0, . . . 0, 1, 0, . . . 0]

T

is a zero vector with a single value of one positioned at the

n0th element, and (·)
�1

denotes the complex matrix inver-

sion. Here, bΦxx,NN (f) and bΦvv,NN (f) are computed via (8)

and (9), respectively. Since we implement all operations using

real-valued operation, the complex-valued matrix inversion

A�1 = (A< +A=A
�1
<

A=)
�1 � i(A= +A<A

�1
=

A<)
�1

(14)

has been employed, where A< and A= are the real and

imaginary components of a matrix A, respectively [26]. Note

that, in practice, A< and A= are diagonally loaded to avoid

numerical issues.

Considering the output of the beamformer in (10), we can

decompose it into the enhanced speech bXNN�BF(n0, t, f), and

residual noise bVNN�BF (n0, t, f), as follows

bXBF (n0, t, f) = bwH

BF
(f)y(t, f)

= bwH

BF
(f) bxNN (t, f) + bwH

BF
(f) bvNN (t, f)

= bXNN�BF (n0, t, f) + bVNN�BF (n0, t, f) .
(15)

In constrast with existing neural beamforming technique,

which utilizes bXBF (n0, t, f) in (15) as the enhanced speech

signal of the beamforming, the proposed SMoLnet-MVDR uti-

lizes bXNN�BF (n0, t, f) in (15) instead. Note that the extraction

of bXNN�BF (n0, t, f) is possible due to the proposed two-stage

process, where bxNN (t, f) is estimated in the first stage and

bwH

BF
(f) in the second stage.

With the above proposed framework, it is now possible

to define a objective function that incorporates both multi-

channel spectral mapping (Stage 1) and beamforming output

(Stage 2) into account when optimizing for the neural network.

More specficially, we define the proposed objective function

as

L = λL1 + (1� λ)L2, 0  λ  1 (16)

where

L1 = Edataset

⇢
1

2
|bxNN (t, f)� x (t, f)|

2

�
, (17)

L2 = Edataset

⇢
1

2

��� bXNN�BF (n0, t, f)�X (n0, t, f)
���
2
�
,

(18)

and X(n0, t, f) is the speech component in the reference chan-

nel. Here, Edataset(·) denotes the sample mean over the whole

training dataset. We, therefore, note that objective function

L1 optimizes the multi-channel denoising capability, which,

in turn, enhances the estimation of spatial covariance matrices

for a more accurate beamformer. It is important to note that,

the beamforming weights for bXNN�BF (n0, t, f) in (18) are

computed for each signal during training and inference. Since

bXNN�BF (n0, t, f) contains distorted speech and noise due

to imperfect spatial covariance, we introduce the objective

function L2 that serves as a feedback mechanism for the NN to

learn its weights along with the beamforming operation such

that bXNN�BF(n0, t, f) ⇡ X(n0, t, f). The variable λ therefore

controls the amount of feedback to optimize the NN as shown

in Fig. 3. With a large λ, the accuracy of beamformer is

prioritized whereas with a small λ, the optimization of the

overall output is prioritized.

The proposed framework is advantageous over the mask-

based and spectral-mapping neural beamformer since it pro-

vides an additional gain from the NN to the final speech

enhanced signal. In constrast to these methods which rely

solely on beamforming, we employ the neural network to

first reduce these noises before applying the beamformer.

As such, the performance of the proposed framework is

not upper-bounded by the performance of a beamformer. It

is also useful to note that, this framework does not incur

any additional computational cost compared to the neural

beamforming framework.

IV. SIMULATION RESULTS

A. Simulation setup

Performance of the proposed framework is evaluated under

low SNR conditions via the CHiME-3 dataset [27], and

scaling it to low SNRs. We briefly describe this simulation

setup that is designed for computer tablet usage in four

noisy environments including pedestrian areas (PED), beside

busy street intersection (STR), commercial cafe (CAF), and

travelling on bus (BUS). For training, the source signals are

the utterances in WSJ0 SI-84 [28] that are power normalized

to the close-talking recordings in an acoustically isolated

booth. For development and evaluation, the source signals

are close-talking recordings in an acoustically isolated booth.

To evaluate the algorithms at different SNRs, we utilized the

simulated speech components which are formed by convolving

each source signal with six time-varying filters. These six

time-varying filters are estimated using time difference of

arrival obtained from steered response power phase transform

(SRP-PHAT) algorithm [29] of the six-channel microphones in

the noisy environment [27]. They correspond to the acoustic

impulse responses between the acoustic source and the mi-

crophones located on a tablet. The SNR is computed over

all channels and the fifth channel is selected as the reference

channel as it has the highest SNR. For the development set,

environmental noise (PED, CAF, STR, and BUS) were added

to simulated speech components to achieve SNR = �15,�10,

and �5 dB which corresponds to SNR ⇡ �13.1,�8.1,
and �3.1 dB on the fifth channel. For the evaluation set,

SNR = �15,�10,�5, 0, and 5 dB is obtained which cor-

responds to SNR ⇡ �11.28,�6.28,�1.28, 3.7, and 8.7 dB

on the fifth channel.

To train the network to be invariant to the loudness of

noise without increasing the size of the training dataset,

we scaled each training batch to an SNR drawn from a

uniform distribution with [�20, 0] dB which corresponds

Proceedings, APSIPA Annual Summit and Conference 2020 7-10 December 2020, Auckland, New Zealand

844



TABLE I: SDR (dB) performance on the simulated CHiME-3 evaluation dataset for pedestrian (PED) and street (STR) noise types. Bolded values are best
results excluding the oracle MVDR. The reference signal is recorded from the fifth channel (CH5). AVG denotes the average of each reported performance
over SNR = −15,−10,−5, 0, and 5 dB. Results with asterisk (*) are better than the oracle MVDR beamformer.

Noise Type PED STR

SNR (dB) -15 -10 -5 0 5 AVG -15 -10 -5 0 5 AVG

SNR (dB, CH5) -10.99 -5.99 -0.99 4.01 9.01 -0.99 -11.10 -6.10 -1.10 3.9 8.9 -1.10

Unprocessed -10.64 -5.86 -0.93 4.05 9.04 -0.87 -10.7 -5.94 -1.02 3.95 8.94 -0.96

Oracle MVDR [6] -3.1 1.27 5.82 10.49 15.22 5.94 -1.5 2.93 7.49 12.07 16.53 7.5

NN-GEV [9] -8.58 -3.44 0.76 3.65 5.01 -0.52 -8.05 -3.45 0.02 2.55 3.79 -1.03

SMoLnet (CH5) -3.19 2.85* 7.09 * 10.64* 13.59 6.2* -2.63 3.13* 7.49* 11.13 14.07 6.64

SMoLnet-MVDRa -5.9 0.78 5.74 9.9 12.61 4.63 -4.47 1.79 6.83 10.83 12.88 5.57

SMoLnet-MVDR -0.28* 4.96* 8.68* 11.37* 12.38 7.42* -0.54* 5.27* 9.29* 11.75 12.27 7.61*

TABLE II: SDR (dB) performance on the simulated CHiME-3 evaluation dataset for bus (BUS) and cafe (CAF) noise types. Bolded values are best results
excluding the oracle MVDR. The reference signal is recorded from the fifth channel (CH5). AVG denotes the average of each reported performance over
SNR = −15,−10,−5, 0, and 5 dB. Results with asterisk (*) are better than the oracle MVDR beamformer.

Noise Type BUS CAF

SNR (dB) -15 -10 -5 0 5 AVG -15 -10 -5 0 5 AVG

SNR (dB, CH5) -11.53 -6.53 -1.53 3.47 8.47 -1.53 -11.49 -6.49 -1.49 3.51 8.51 -1.49

Unprocessed -11.16 -6.4 -1.47 3.5 8.5 -1.41 -11.09 -6.34 -1.42 3.55 8.54 -1.35

Oracle MVDR [6] -2.62 1.86 6.49 11.14 15.74 6.52 -3.15 1.4 6.1 10.91 15.77 6.21

NN-GEV [9] -7.56 -2.96 0.48 2.99 4.16 -0.58 -9.0 -3.98 0.3 3.3 4.72 -0.93

SMoLnet (CH5) -1.45* 3.9* 7.98* 11.40* 14.24 7.21 -4.43 2.08* 6.57* 10.3 13.31 5.57

SMoLnet-MVDRa -3.82 1.9* 6.54* 10.71 14.26 5.92 -6.21 0.62 5.7 9.9 12.52 4.51

SMoLnet-MVDR 1.62* 6.25* 9.79* 12.67* 14.16 8.9* -1.63* 4.09* 7.86* 10.61 11.56 6.5*

to approximately [�18, 1.97] dB on the fifth channel. Each

batch consists of eight shuffled training signals, each with a

length of 0.64 s. Each signal was then transformed to the

time-frequency domain using a short-time Fourier transform

(STFT) with a 50% overlapping sinusoidal window, with

each window being 2048 samples. We trained the proposed

framework via the Adam optimizer [30] for five trials of

randomly selected learning rates drawn from a log-uniform

range between [5 ⇥ 10�5, 0.001] and decreased its learning

rate after ten epochs of development signal distortion ratio

(SDR) [31] plateau. To verify the performance for a variety of

λ, we varied λ randomly between [0.1, 1]. We exclude values

lesser than 0.1 in the selection since a low value would result

in an erroneous estimate of x(t, f), leading to poor signal and

noise covariance matrices for the second-stage beamformer.

We choose λ = 0.30 since it yielded the highest average SDR

on the development set for evaluation.

We compared the proposed method with a neural masked-

based network integrated with a generalized eigenvector beam-

former. This NN-GEV [9] algorithm which utilizes a model

with bi-directional long short-term memory (BLSTM) [32, 33]

and a generalized eigenvector beamformer (GEV) with a

distortion reduction filter [34]. In this method, we enhanced

its reported training configuration for a fairer comparison as

the dataset used a different SNR. The speech component of

each training batch was then attenuated to achieve a randomly

specified SNR. We then trained the model six times using

the five previously-selected learning rates and the reported

learning rate of 0.001. The model with best validation binary

cross-entropy is chosen for testing. In addition, we utilized the

maximum masking scheme [8] instead of the NN-GEV median

masking scheme [9] as it empirically provides better validation

in perceptual evaluation of speech quality (PESQ) [35, 36] and

extended short-time intelligibility (ESTOI) [37]. We also set

the thresholds for the noise mask at �30 dB along with the

masks of unvoiced and voiced speech at �15 dB and �20 dB,

respectively.

In addition to the above, we performed an ablation study for

the proposed SMoLnet-MVDR framework. In this SMoLnet-

MVDRa ablated version,

La = λL1

+ (1� λ)Edataset

⇢
1

2

��� bXBF (n0, t, f)�X (n0, t, f)
���
2
�

(19)

is the joint objective of the system with bXBF(n0, t, f) being

the estimated signal. As defined in (15), bXBF(n0, t, f) consists

of the desired speech component bXNN�BF(n0, t, f), and the

residual noise component bVNN�BF(n0, t, f). For consistency,

we performed the same training procedure as employed in

the proposed method. To demonstrate the performance gain

from the single-channel approach, we trained the SMoLnet

on the single-channel objective based on signals from channel

five and denoted it as SMoLnet (CH5). Furthermore, to show

that the framework is not limited by the linear nature of

the beamforming operation, we provide the oracle MVDR

performance with its weights being computed for each signal

as

wMVDR(f) =
Φ

�1
vv (f)Φxx (f)

tr
�
Φ

�1
vv (f)Φxx (f)

�un0
, (20)

where Φvv(f) = 1
T

PT

t v(t, f)vH (t, f) and Φxx(f) =
1
T

PT

t x(t, f)xH (t, f) denote the covariance matrices of the

true speech signal x(t, f)=[X(1, t, f), . . . X(N, t, f)]
T

and

true noise signal v(t, f)=[V (1, t, f), . . . V (N, t, f)]
T

, respec-

tively. The neural networks and the MVDR beamformer are
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TABLE III: PESQ performance on the simulated CHiME-3 evaluation dataset for pedestrian (PED) and street (STR) noise types. Bolded values are best
results excluding the oracle MVDR. The reference signal is recorded from the fifth channel (CH5). AVG denotes the average of each reported performance
over SNR = −15,−10,−5, 0, and 5 dB. Results with asterisk (*) are better than the oracle MVDR beamformer.

Noise Type PED STR

SNR (dB) -15 -10 -5 0 5 AVG -15 -10 -5 0 5 AVG

SNR (dB, CH5) -10.99 -5.99 -0.99 4.01 9.01 -0.99 -11.10 -6.10 -1.10 3.9 8.9 -1.10

Unprocessed 1.14 1.25 1.49 1.81 2.15 1.57 1.1 1.29 1.62 1.97 2.33 1.66

Oracle MVDR [6] 1.46 1.59 1.83 2.14 2.49 1.9 1.47 1.66 1.94 2.28 2.63 2.0

NN-GEV [9] 1.21 1.33 1.71 2.08 2.4 1.75 1.09 1.42 1.82 2.2 2.51 1.81

SMoLnet (CH5) 1.15 1.59 2.09* 2.48* 2.75* 2.03* 1.26 1.72* 2.17* 2.52* 2.79* 2.09*

SMoLnet-MVDRa 1.31 1.61* 1.89* 2.18* 2.43 1.89 1.37 1.67* 1.97* 2.27 2.51 1.96

SMoLnet-MVDR 1.39 1.91* 2.36* 2.66* 2.83* 2.23* 1.46 1.94* 2.35* 2.64* 2.81* 2.24*

TABLE IV: PESQ performance on the simulated CHiME-3 evaluation dataset for bus (BUS) and cafe (CAF) noise types. Bolded values are best results excluding
the oracle. The reference signal is recorded from the fifth channel (CH5). AVG denotes the average of each reported performance over SNR = −15,−10,−5, 0,
and 5 dB. Results with asterisk (*) are better than the oracle MVDR beamformer.

Noise Type BUS CAF

SNR (dB) -15 -10 -5 0 5 AVG -15 -10 -5 0 5 AVG

SNR (dB, CH5) -11.53 -6.53 -1.53 3.47 8.47 -1.53 -11.49 -6.49 -1.49 3.51 8.51 -1.49

Unprocessed 1.12 1.37 1.71 2.08 2.44 1.74 1.17 1.26 1.48 1.79 2.13 1.57

Oracle MVDR [6] 1.6 1.79 2.05 2.36 2.7 2.1 1.47 1.61 1.86 2.19 2.54 1.93

NN-GEV [9] 1.18 1.56 1.98 2.37 2.64 1.95 1.17 1.26 1.62 2.03 2.4 1.7

SMoLnet (CH5) 1.28 1.76 2.23* 2.58* 2.85* 2.14* 1.14 1.58 2.07* 2.45* 2.72* 1.99*

SMoLnet-MVDRa 1.46 1.79 2.09* 2.39* 2.68 2.08 1.34 1.62* 1.91* 2.2* 2.45 1.9

SMoLnet-MVDR 1.62* 2.1* 2.49* 2.77* 2.97* 2.39* 1.35 1.84* 2.29* 2.59* 2.76* 2.17*

constructed in PyTorch, a deep-learning framework where

the gradient of each operation are computed using automatic

differentiation [38].

B. Results

We evaluate the performance of the proposed SMoLnet-

MVDR method in comparision with the oracle MVDR, NN-

GEV, SMoLnet (CH5). We note that all speech enhancement

methods mentioned in this paper provide performance im-

provement compared to the unprocessed signal. Their perfor-

mance is compared in terms of SDR [31, 39], PESQ [35, 36]

and ESTOI [37] for input SNR = �15,�10,�5, 0, and 5 dB

in the presence of PED, STR, BUS and CAF noise. Tables I

and II illustrate the performance of the proposed framework in

terms of the SDR metric. It can be seen that at low SNRs of

�15,�10, and �5 dB, the proposed framework achieves lower

speech distortion than the all other baselines for all noise types.

This result implies that the SDR performance of the proposed

method at these SNRs is not upper-bounded by its oracle

beamformer, where true speech and noise covariance matrices

are being used. Furthermore, this result suggests that at these

SNRs, the beamformer in the proposed method further reduces

the speech distortion of the neural network in the first stage.

This observation is expected since the SDR performance of

the proposed SMoLnet-MVDR across all the considered noise

types has outperformed SMoLnet-MVDRa (that relies solely

on its beamforming enhancement), and similarly SMoLnet

(CH5) (which relies solely on single-channel regression). At

a higher SNR of 5 dB, the SDR performance of SMoLnet-

MVDR is lower than that of oracle MVDR, SMoLnet-MVDRa

and SMoLnet (CH5). This less-than-ideal performance may be

attributed to the model mismatch between what are being used

for training versus that used for testing for SMoLnet-MVDR.

Nonetheless, the average SDR performance of the SMoLnet-

MVDR has improved over SMoLnet-MVDRa and SMoLnet

with a gain of 2.5 dB, and 1.4 dB, respectively. The lower

distortion in the output also highlights the effectiveness of the

proposed objective function at reducing distortion effectively

for the two-stage enhancement.

Tables III and IV show the speech quality (PESQ) of

the proposed method in comparison with other mentioned

baselines. For speech quality, the proposed SMoLnet-MVDR

outperforms all baseline methods at SNR = �10,�5, 0, and

5 dB. We observe that the proposed method outperforms

the NN-GEV, SMoLnet (CH5) and SMoLnet-MVDRa for

all SNRs in the evaluated range and for all noise types

under consideration. It also outperforms the oracle MVDR for

SNR = �10,�5, 0, and 5 dB and achieves a similar PESQ

to the oracle MVDR for a very low SNR of �15 dB. In

terms of average SNR, the proposed framework outperforms

all the baselines and unprocessed signal for all noise types. In

particular, it achieves an average improvement from 0.24 to

0.33 compared to the oracle MVDR and around 0.6 compared

to the unprocessed signal. These observations confirm that

the speech quality of the proposed framework is not upper-

bounded by its oracle beamformer and that an additional

gain can be achieved by using the proposed two-stage speech

enhancement.

In addition, Tables V and VI show results in terms of speech

intelligibility via the ESTOI measure for all methods. Overall,

the oracle MVDR outperforms other methods for all noise

types. However, in specific cases of PED and BUS noise

with SNRs of �5, and 0 dB, the proposed SMoLnet-MVDR

method outperforms other baseline methods including the

oracle MVDR. For example, the SMoLnet-MVDR algorithm

achieves a significant improvement of between 0.2 to 0.3
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TABLE V: ESTOI performance on the simulated CHiME-3 evaluation dataset for pedestrian (PED) and street (STR) noise types. Bolded values are best
results excluding the oracle MVDR. The reference signal is recorded from the fifth channel (CH5). AVG denotes the average of each reported performance
over SNR = −15,−10,−5, 0, and 5 dB. Results with asterisk (*) are better than the oracle MVDR beamformer.

Noise Type PED STR

SNR (dB) -15 -10 -5 0 5 AVG -15 -10 -5 0 5 AVG

SNR (dB, CH5) -10.99 -5.99 -0.99 4.01 9.01 -0.99 -11.10 -6.10 -1.10 3.9 8.9 -1.10

Unprocessed 0.12 0.22 0.37 0.53 0.7 0.39 0.16 0.27 0.41 0.58 0.74 0.43

Oracle MVDR [6] 0.26 0.4 0.56 0.71 0.84 0.55 0.3 0.45 0.61 0.76 0.87 0.6

NN-GEV [9] 0.18 0.33 0.51 0.67 0.78 0.49 0.22 0.4 0.58 0.71 0.79 0.54

SMoLnet (CH5) 0.15 0.31 0.51 0.69 0.81 0.49 0.19 0.37 0.57 0.73 0.83 0.53

SMoLnet-MVDRa 0.16 0.34 0.54 0.7 0.82 0.51 0.19 0.37 0.57 0.73 0.84 0.54

SMoLnet-MVDR 0.17 0.36 0.58* 0.74* 0.83 0.53 0.21 0.41 0.61 0.75 0.83 0.56

TABLE VI: ESTOI performance on the simulated CHiME-3 evaluation dataset for bus (BUS) and cafe (CAF) noise types. Bolded values are best results
excluding the oracle MVDR. The reference signal is recorded from the fifth channel (CH5). AVG denotes the average of each reported performance over
SNR = −15,−10,−5, 0, and 5 dB. Results with asterisk (*) are better than the oracle MVDR beamformer.

Noise Type BUS CAF

SNR (dB) -15 -10 -5 0 5 AVG -15 -10 -5 0 5 AVG

SNR (dB, CH5) -11.53 -6.53 -1.53 3.47 8.47 -1.53 -11.49 -6.49 -1.49 3.51 8.51 -1.49

Unprocessed 0.18 0.3 0.45 0.61 0.76 0.46 0.11 0.21 0.35 0.52 0.68 0.37

Oracle MVDR [6] 0.27 0.42 0.59 0.75 0.87 0.58 0.28 0.43 0.59 0.74 0.86 0.58

NN-GEV [9] 0.26 0.45* 0.63 0.76 0.83 0.58 0.15 0.3 0.48 0.66 0.77 0.47

SMoLnet (CH5) 0.19 0.36 0.56 0.72 0.83 0.53 0.14 0.3 0.51 0.69 0.8 0.49

SMoLnet-MVDRa 0.21 0.39 0.58 0.74 0.86 0.56 0.15 0.35 0.55 0.72 0.83 0.52

SMoLnet-MVDR 0.24 0.43* 0.62* 0.77* 0.86 0.58 0.14 0.33 0.55 0.72 0.82 0.51

(a) ∆ Average SDR (dB) (b) ∆ Average PESQ

(c) ∆ Average ESTOI

Fig. 4: Improvement on average over all noise types (a) SDR (dB), (b) PESQ, and (c) ESTOI from unprocessed signal on the simulated CHiME-3 evaluation
dataset. The average performance of the unprocessed signal over all noise types are placed above the each graph.
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in terms of ESTOI compared to the oracle MVDR for the

considered noise types and SNRs. The proposed method shows

a modest reduction in ESTOI for BUS noise at very low

SNRs of �15,�10 and �5 dB, and for PED, STR and

CAF noise at SNR = �15 dB compared to the NN-GEV.

However, the proposed method attains a much higher SDR and

PESQ than NN-GEV. In addition, SMoLnet-MVDR achieves a

modestly lower ESTOI for STR noise and PESQ compared to

the SMoLnet-MVDRa. Nevertheless, the proposed SMoLnet-

MVDR algorithm achieves significantly higher ESTOI than the

NN-GEV, SMoLnet (CH5) and SMoLnet-MVDRa for PED

and STR noise. A similar ESTOI is achieved compared to

the oracle MVDR and the NN-GEV for BUS noise and only

modestly lower ESTOI than SMoLnet-MVDRa for CAF noise.

Figure 4 summarizes the improvement in average perfor-

mance over all noise types of the proposed method at SNR =
�15,�10,�5, 0, and 5 dB. On average, SMoLnet-MVDR

outperforms other methods of SDR at SNR = �15,�10,�5,
and 0 dB and PESQ at SNR = �10,�5, 0, and 5 dB. For

speech intelligibility, it also achieves similar performance to

that of the oracle MVDR at SNR = �5 and 0 dB and

outperforms the non-oracle methods at SNR = �10,�5, and

0 dB.

Figure 5 depicts the spectrograms of an evaluation utterance

for female speaker on the street noise type for its unprocessed

signal, and speech component on the fifth channel, and its

enhanced signal by employing SMoLnet (CH5), SMoLnet-

MVDRa, and SMoLnet-MVDR. It is observed that the pro-

posed SMoLnet-MVDR and SMoLnet (CH5) has greatly re-

duced the noise components in the noisy signal compared

to SMoLnet-MVDRa. Specifically, the proposed SMoLnet-

MVDR and SMoLnet (CH5) methods which involves the

enhancement gain by the neural network achieve significantly

lower amount of noise at low frequencies below 2 kHz than

SMoLnet-MVDRa which involves the enhancement gain by

the beamformer. This suggests that neural network approaches

can be more effective at noise reduction compared to the

beamforming approach. It is also useful to note that SMoLnet-

MVDR was able to retain more high-frequency speech com-

ponents above 4 kHz compared to SMoLnet (CH5) which can

be observed at time 0.7, 1.8, 2.6, and 3.4 s. This suggests

that the proposed SMoLnet-MVDR algorithm in conjuction

with the joint objective function can utilize its beamformer to

further to achieve lower speech distortion and higher speech

intelligibility at high frequencies when compared to SMoLnet.

V. CONCLUSION

We propose a two-stage speech enhancement method that

comprises a single-channel neural network and the MVDR

beamformer. A joint objective function is formulated to mini-

mize the speech distortion at each stage. Simulation results on

the CHiME-3 dataset show that the proposed framework out-

performs the NN-GEV, the SMoLnet (CH5) and the SMoLnet-

MVDRa for all types of noise at SNRs from �15 to 0 dB.

It also shows that the proposed framework outperforms its

Fig. 5: Spectrograms of the evaluation utterance f06_444C0213_STR for
its (a) unprocessed signal and (b) speech component on the fifth channel, and
after enhancement with the (c) SMoLnet (CH5), (d) SMoLnet-MVDRa, and
(e) SMoLnet-MVDR. The unprocessed signal has an SNR = −10 dB which
corresponds to SNR = −5.86 dB at the fifth channel.

oracle beamformer at very low SNRs in terms of speech

distortion and speech quality measures. This result implies that

additional gain can be achieved by using the proposed two-

stage framework in conjunction with the new joint objective

function. In particular, the beamformer in the second stage can

further enhance the output of the neural network in the first

stage in terms of speech distortion, speech quality as well as

intelligibility.
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