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Abstract— Texts appearing in images are often regions of 

interest. Locating such areas for further analysis can help to 

extract image-related information and facilitate many 

applications. Pixel-based segmentation and region-based object 

classification are two methodologies for identifying text areas in 

images and have their own pros and cons. In this research, a text 

detection scheme consisting of a pixel-based classification 

network and a supplemented region proposal network is 

proposed. The main network is a Fully Convolutional Network 

(FCN) employing Feature Pyramid Networks (FPN) and Atrous 

Spatial Pyramid Pooling (ASPP) to indicate possible text areas 

and text borders with high recall. Certain areas are further 

processed by the refinement network, i.e., a simplified 

Connectionist Text Proposal Network (CTPN) with high 

precision. Non-Maximum Suppression (NMS) is then applied to 

form appropriate text-lines. The experimental results show 

feasibility of the scheme.  

I. INTRODUCTION 

Texts appearing in images always convey plentiful 

information. These identifiable markers such as traffic signs, 

shop signs, posters and slogans, etc. usually draw a lot of 

attention and can thus be viewed as regions of interest in 

images. Locating the corresponding areas in streetscape may 

help to extract the image-related information, such as the 
locations where the pictures were taken, or to evaluate the 

effects of advertising billboards. This research aims at 

detecting texts in images. It should be noted that text 

detection in such images as streetscape is challenging because 

of relatively complex content. For example, contours of 
buildings, roads or trees exist and store/road signs that may 

overlap each other would further complicate the 

corresponding detection or recognition. With the rapid 

progress of deep learning technologies, many methods of text 

detection have been developed. Deep learning methods for 

text detection mainly have two methodologies as shown in 
Fig. 1, i.e., pixel-based segmentation and region-based object 

detection. Both methodologies have their own pros and cons 

so, in our opinions, making good use of the properties of these 

two may help to achieve better results. In this research, we 

designed a network architecture based on a semantic 

segmentation network, which is supplemented by an object 
detection network. In order to deal with texts with large 

differences in size and aspect ratio, we combine Feature 

Pyramid Networks (FPN)[1] and Atrous Spatial Pyramid 

Pooling (ASPPP)[2] into the segmentation process. No 

complicated post-processing is involved but effective fusion 

by Non-Maximum Suppression (NMS). The rest of the paper 

is organized as follows. The proposed scheme will be detailed 

in Sec. 2, followed by the test results on ICDAR2013[3] 
dataset in Sec. 3. Conclusion and future work will be given in 

Sec. 4. 
 

 
Fig. 1   Pixel-based methods tend to identify all the pixels covering texts 

while region-based methods find a bounding box enclosing texts. 

II. THE PROPOSED SCHEME 

Fig. 2 shows an overview of the proposed scheme, which 

consists of a main network based on pixel-based classification 

and a refined network based on a region based classification 
method. The next subsections will describe the three major 

steps of the proposed scheme. 

A. Main Network 

The structure of the main network is illustrated in Fig 3. 
The main network employs the ResNet-101[4] as the 

backbone of feature extraction. By removing the last layer of 

ResNet block, we extract the feature map of the fourth layer, 

which is 1/16 the size of the original one to carry out more 
intensive feature extraction. In addition, we also extract the 

feature map of the second layer from the ResNet-101 

backbone network, which is a quarter of the original size and 

will be used for the latter half of the main network. ASPP 
layer contains one 1x1 convolution, three Atrous convolution 

with the size 3x3 and the expansion rate of {6,12,18}. All of 

them contain the batch normalization and image-level features 

for global average pooling. Then we use 1x1 convolution 
mixed features to acquire larger receptive fields. Each Atrous 

convolution output has a fixed depth 256. The depthwise 

separable convolution is used as much as possible to reduce 

the amount of calculation. Finally, all the results are 
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concatenated into decoder features and compressed back to 

256 channel using 1x1 convolution kernel, which can make 
each layer of features fuse with each other.  

 

 
Fig. 2 The flowchart of the proposed scheme bounding box enclosing texts 

 
Fig. 3 Main network structure 

 

The decoder features are up-sampled 4 times from 1/16 the 

original image size to 1/4 by bilinear interpolation. Then, we 

extract Conv2_x feature map with the size equal to 1/4 the 
original image from Resnet-101, and compress it with 1x1 

convolution into encoder feature with a depth of 48. The 

encoder feature with the low-level features and decoder 

features are concatenated and mixed with two 3x3 
convolution kernels. The final output is a decoder feature with 

a depth of 256. The decoded feature map maintains high 

spatial resolution and semantic information. Finally, a 1×1 

convolution kernel is used to output a convolution layer with 
the number of categories, specifically three in this case, to 

implement the class prediction. The classification result is 

scaled back to the original size with bilinear interpolation. 

Common semantic segmentation tasks such as CamVid[5] 
are usually multi-category classifications while the considered 

case here is a three-category (text, text edge, and background) 

problem. When the number of categories is limited, object 

imbalance may exist and different weighting factors should be 

assigned for each category. We try two different text labeling 

methods as illustrated in Fig. 4. The first method is an 
intuitive way by adding borders around the text areas. The 

second method is to shrink the text slightly, which is expected 

to reduce errors of manual labeling and highlight the 

characteristics of texts. Fig. 5 shows the effect of training in 
these two labeling methods. The left panel of the figure shows 

the results without shrinking so the edges are thinner and 

could be unstable. The right panel shows the results with 

shrinking texts and the edges can be drawn more completely. 
Therefore, we chose to adopt the shrinking text label in the 

proposed scheme. 

 

 
Fig. 4 Two different labeling approaches 

 
Fig. 5 An example of classification results of different labeling methods 

 

B. Region-based refined network design 

For the refined network, we tend not to choose a complex 

anchor design architecture, because testing with many and 

diverse anchors is cumbersome and time-consuming. 

Connectionist Text Proposal Network (CTPN) [6] is 
considered in our design. In CTPN, a lot of small bars are 

used to detect texts. These bars are evaluated and connected 

to form text-lines. Since we don't need a very time-consuming 

merging algorithm, lightweight CTPN with improved cut-off 
should be a good choice here.  

The overview of the refined network is illustrated in Fig. 6. 

The refined network is divided into two steps. We use Resnet-

101 as the backbone network to extract the feature. The 
results of the third layer (conv3_x) and the fourth layer 

(conv4_x) are extracted, and the feature map sizes are 1/8 and 

1/16 of the original image size respectively. Then we use the 

1x1 convolution kernel to compress the channel to P3 and P4 
respectively so that the depth is the same as 256. P4 uses the 

bilinear interpolation to up-sample to P3, and concatenate the 

two layers into “rpn_conv”. We further use two 3x3 

convolution kernels to mix the features on “rpn_conv”. The 
advantage is that we can make better use of the performance 

of the feature networks and use the lower-layer feature maps 

to achieve better positioning accuracy. It also avoids the loss 

of smaller words at higher levels and helps to keep the rich 
semantic features of high-level feature maps. Next, we use the 

RPN network layer to find the text blocks. Because our 
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feature map is 8 times different from the original image, we 

use an anchor with an equal width of 8. Fourteen different 
heights from 6 to 254 are tested. These anchors help to locate 

texts on the feature map and provide each box a “text score” 

with two regression parameters, i.e. y coordinates and heights. 

 

 
Fig. 6 Refined network feature extraction 

C. Post-processing 

When an input image passes through our main network and 

the refined network, we obtain two separate results. 
Combining these results to acquire a better outcome is the 

objective of this step. In addition, it is preferred not to 

increase too much computational burden in this post-

processing. There are basically two steps; in Step 1, the result 
of the main network is detected by the outline of the green 

area (edge). Only the part with complete inner contour is 

retained. The inner contour means that it is a hollow area 

indicating the text area marked with red is what we need. 
Then we check each point of the inner contour to see if there 

is a red area nearby. If it is confirmed that there is a 

completely covered red area, the area is considered a text area 

and the red area is framed as the minimum external rectangle. 
In Step 2, the remaining red areas will be evaluated by the 

results of the refined network. If the refined network also 

predicts it as a text area, then it will be ruled as containing 

texts. Otherwise, it is considered a wrong detection. In Step 3, 
we collect the results of the first and the second batches. If we 

can find some small sporadic boxes that mainly occur in the 

red blocks mixed in the green area, they are usually covered 

by a large frame. We then designed an NMS to filter and 
acquire the final results.  

III. EXPERIMENTAL RESULTS 

A. Main network detection results 

Fig. 7 shows an example of our main network detection. 

The results of the main network can be explained in two 
directions: 1) Only the red areas surrounded by the green 

areas (edge) and 2) All the red areas. We used the 

ICDAR2013 test set to examine the difference between them, 

with the scores (excluding the refined network) shown in 
Table I. We first observe that Table I (B) shows a very high 

recall rate but a lower precision. This means that the model 

has identified most of the texts, but quite a few errors also 

happen. Let's take a look at the Table I (A). After only the red 
areas surrounded by the green area are framed, the precision 

increases significantly and the recall decreases slightly. It can 

be explained that most of the red areas surrounded by green 

borders are correctly framed. Most of the boxes are correct 
but some symbols can be mistaken as texts. Under this rule, 

the recall rate drops so we need to improve the recall score by 

using the refined network. 

 

       
Fig. 7 Main network text detection results 

 
 

TABLE I 
THE SCORES OF MAIN NETWORK TEXT DETECTION 

Method Precision Recall F-Measure 

Only the red 

area surrounded 

by the green 

area(A) 

90.63% 81.59% 85.87% 

All the red 

areas(B) 
67.65% 88.66% 76.74% 

 

B. Refined network detection results and post-processing 

We show one result of refined network detection in Fig. 8. 
In fact, it is inferior to the main network in detecting the texts. 

Nevertheless, because of its region-based characteristics, it is 

not easy to have fragmentary predictions like the main 

network so the refined network makes up for the 
shortcomings of the main network. We compare the 

differences before and after the addition. In Fig. 8, the figure 

on the left is the result of the main network. The middle is the 

result of the refined network, and the right is the result of the 
addition of the refined network. We can see that the main 

network has some errors in the upper left corner of the figure, 

which will affect the performance if that part is not excluded. 

The refined network results are quite helpful in determining 
which region is wrong. 

Because of the nature of semantic segmentation network, it 

is easy to produce small areas that are framed into small 

boxes. We remove them by using NMS. Table II shows the 
performance of various considered collocations. Also using 

the test set of ICDAR2013, we can find that the overall 

performance evaluated by F-Measure is progressing. 

At the beginning, it has the highest precision and the lowest 
recall, and it is understandable that only the true parts are 

detected. However, it also decreases the number of detections. 

Adding the refined network increases the number of correct 

detections. Some wrong detection has also been added but the 
overall improvement can be observed. Finally, certain wrong 

detections are eliminated by NMS to achieve the best score. It 

should be noted that our model performs well in natural 

scenes, in which even dense and long Chinese text lines 
appear as shown in Fig. 9. 
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Fig. 8 An example of the refined network detection 

 
Fig. 9 Some examples of detection in natural scenes 

 

A comparison of our model with existing methods are 

demonstrated in Table III. Some of these models have a high 
recall rates because the precision can be increased by 

reducing the number of predictions. In other words, it is easy 

to make mistakes by making more predictions. Therefore, it is 

not easy to achieve high recall scores while maintaining high 
precision at the same time. The difference between our score 

and the best existing method is that we still frame certain non-

text areas, such as artificial symbols. Other cases include 

wrongly merging some texts as they are too close. Currently 
we continue to improve the performance by including more 

suitable training data and a better refined region based 

network. 

IV. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a method for detecting texts in 

images through a deep learning network architecture. The 

experimental results show that the proposed method performs 

very well. For complex natural images, most text blocks that 
can be recognized by the human eyes can be located. The 

strategy of combining the advantages of the two types of 

networks helps to achieve better results. There exists certain 

room for improvement. Possible directions include integrating 
the two models more closely to enhance the network 

performance and further enhancing the effectiveness of 

refined network. 
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TABLE II 

COMPARISON OF SCORES OF DIFFERENT COLLOCATIONS 

Method Precision Recall F-Measure

Main 90.63% 81.59% 85.87% 

Main,  refined 87.52% 86.54% 87.03% 

Main,refined 

and NMS 
89.06% 87.14% 88.09% 

 

TABLE III 
A COMPARISON OF OUR MODEL WITH OTHER MODELS 

Method Precision Recall F-Measure

CRAFT[7]  97.67% 92.40% 94.96% 

FOTS[8]  94.63% 90.47% 92.50% 

Mask 

Textspotter[9] 
95.01% 88.27% 91.52% 

RRPN-4[10]  94.91% 87.85% 91.25% 

Ours 89.06% 87.14% 88.09% 

TextBoxes_v2

[11]  
91.92% 84.38% 87.67% 

CRPN[12]  91.90% 83.08% 87.66% 

CTPN[6] 92.77% 73.72% 82.15% 
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