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Abstract—In a system such as a hearing aid or hearing assis-
tance device, a closed-loop may cause an oscillation phenomenon
that limits the usability of the device. Feedback estimation
using the least-mean-square-based algorithm is commonly used
in devices with limited computing capacity; in this method,
estimation errors occur when the input signals are highly autocor-
related, resulting in the generation of an acoustic artifact called
entrainment. To solve this problem, decorrelation using a linear
prediction error filter has been proposed. However, when the
prediction error filter converges before howling is suppressed, the
howling signal is also decorrelated, which may make it difficult
to control howling.

In this paper, we propose a binaural feedback canceller based
on the prediction error method. The proposed method can
solve both the howling and entrainment problems by using the
interaural level difference to determine whether the input signals
include howling signals or not. The results of computer simulation
demonstrate the effectiveness of the proposed method improved
sound quality and feedback estimation.

I. INTRODUCTION

Oscillation due to acoustic feedback is caused by the occur-
rence of a closed-loop when a loudspeaker and a microphone
are in the same space, for example, in public address and sound
reinforcement systems. Similarly, a closed-loop can occur
in hearing aids and other hearing devices such as personal
sound amplification products. Because these devices must be
miniaturized, the distance between loudspeakers (known as
receiver in hearing aid) and microphones is short. Therefore,
a closed-loop can occur owing to the feedback of part of
the output signal. Additionally, these devices amplify an
input signal to compensate for hearing loss; the degree of
amplification processing depends on the level of hearing loss.
The repeated amplification of the feedback signal results in a
type of oscillation called howling, which can discourage users
from using hearing devices.

Many approaches to modeling and canceling acoustic feed-
back have been suggested[1], [2]. The least-mean-square
(LMS) based algorithm is widely used in devices with limited
computational capacity. Estimation bias occurs when the LMS
based algorithm estimates the external feedback path using an
input signal with high autocorrelation[3], [4]. The estimation
error resulting from bias causes problematic distortion of the

input signal and produces an artifact called entrainment[5].
Methods of reducing the bias by canceling the correlation
components using the prediction error method [PEM adaptive
feedback cancellation (AFC)] have been proposed[6], [7], [8].
However, it can be difficult to cancel the feedback signal using
the PEM-AFC because the prediction filter eliminates the
howling component[9], [10], [11] when the linear prediction
filter converges more rapidly than the feedback path can be
estimated.

In addition, feedback canceling algorithms[12], [13] based
on the frequency domain binaural model (FDBM)[14] have
been proposed. The method in those papers is straightforward
and suppresses frequency bins that deviate from a database
based on a binaural model according to the interaural level
difference (ILD). These results indicate that the ILD calculated
from the binaural signals can be used to detect howling,
assuming that howling does not occur at the same frequency at
the same time. However, it requires a high frequency resolution
when it suppresses howling in a narrow band. Moreover, it may
not be appropriate for hearing loss compensation because it
limits the acoustic gain of the hearing aid.

In this paper, we first consider that it is possible to detect
howling by using the ILD from binaural signals. Here we
assume that if the sound source is far enough away from the
head, it will not exceed the maximum value of the ILD at each
frequency bin. Furthermore, for the convergence problem in
PEM-AFC, we propose a binaural PEM-AFC that can control
entrainment and howling by combining howling detect with an
adaptive lattice filter using a correlation control algorithm[15].
The results of computer simulations to evaluate feedback
estimation error, howling margin, and output signal distortion
demonstrate the effectiveness of the proposed method.

This paper is organized as follows. Section II reviews the
problems with using a feedback canceller for a closed-loop
and the PEM-AFC algorithm. In Section III, we introduce
the proposed method, the binaural PEM-AFC algorithm. The
simulations presented in Section IV demonstrate the effective-
ness of the proposed algorithm, and we conclude the paper in
Section V.
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Fig. 1. AFC for hearing device.

II. ADAPTIVE FEEDBACK CANCELLATION

A. Adaptive feedback cancellation

In this section, we first describe a general feedback cancel-
lation system for hearing aids. Figure 1 illustrates a general
AFC system[1]. In this case, the closed-loop transfer function
can be expressed as

C(ω) =
G(ω)

1−G(ω)[F (ω)−W (ω)]
, (1)

where ω is a angular frequency for defining the transfer
function. Here, G(ω) denotes the transfer function used for
signal processing in the hearing aid, and F (ω) represents the
transfer function from the loudspeaker to the microphone. The
estimated feedback transfer function is denoted by W (ω).
Therefore, the closed-loop can be canceled when W (ω)
matches F (ω). In addition, v(n) is the input signal to the
system, and x(n) is the feedback signal. The observed signal,
which is denoted by d(n), is the sum of v(n) and x(n), where
n denotes a variable that represents the discrete time.

d(n) = v(n) + x(n), (2)

x(n) = u(u)f(n)T , (3)

e(n) = d(n)− x̂(n), (4)

x̂(n) = u(u)w(n)T , (5)

where

u(n) = [u(n), u(n− 1), ..., u(n−N + 1)], (6)

f(n) = [f1(n), f2(n), ...fL(n)], (7)

The normalized LMS (NLMS[16]) update formula that is
typically used for adaptive filters is given by

w(n+ 1) = w(n) + µ
e(n)u(n)

u(n)u(n)T + δ
, (8)

where

w(n) = [w1(n), w2(n), ...wN (n)], (9)

and δ is a very small constant to avoid dividing by zero.

B. Prediction-error-method-based adaptive feedback cancel-
lation (PEM-AFC)

The estimation bias of the closed-loop is expressed[4] as

bias{w(n)} = E{R̄−1
u p̄uv} = R−1

u puv, (10)

where,

p̄uv =
1

n
Uv, (11)

U = [u(n)T ,u(n− 1)T , ...,u(1)T ], (12)

v = [v(n), v(n− 1), ..., v(1)]T . (13)

Note that Ru is the (N ×N) autocorrelation matrix of u(n),
and puv is the (N ×1) cross-correlation vector between u(n)
and v(n). Therefore, u(n) and v(n) must be orthogonal to
obtain the optimal filter coefficients, which are denoted by
wo.

However, the strong correlation between the reference signal
and the incoming signal is unavoidable in low latency hearing
devices. In consequence, the estimation error caused by the
bias can distort the input signal and produce entrainment.
The PEM-AFC has been proposed to solve this problem. This
method assumes that the observed signal can be represented
by the autoregressive (AR) model of the white noise. Figure 2
shows a block diagram of the PEM-AFC algorithm, where
Â(ω) is the estimation of A(ω), and A(ω) transforms the
desired signal with colored components into white noise
vw(n).

The update formula is expressed as follows:

w(n+ 1) = w(n) + µ
ep(n)up(n)

up(n)up(n)T + δ
, (14)

where

up(n) = [up(n), up(n− 1), ...up(n−N + 1)]. (15)

Note that when howling occurs, the AR model decorrelates
not only the observed signal v(n) but also the howling
component x(n). Consequently, it may be difficult to suppress
howling if the feedback path changes.
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Fig. 2. Schematic illustration of PEM-AFC.
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III. BINAURAL PEM-AFC

A. Howling detection using head-related transfer functions

As described in the previous section, howling suppression
may be degraded if the oscillation frequency component is
removed by signal decorrelation, although it is effective for
estimating the feedback path using an input signal with high
autocorrelation. To solve this problem, it is necessary to
discriminate between signals with high autocorrelation from
outside the ear and howling signals between the loudspeaker
and microphone of the hearing aid. However, it is extremely
difficult to discriminate between these signals using a monau-
ral signal.

In this section, we propose a binaural feedback canceller
that can control the parameters of the decorrelation filter
of the PEM-AFC. We assume that the binaural signals of
channels mounted on the left and right ears can be obtained,
and howling is identified using the ILDs of the input signals.
Consequently, howling can be suppressed by preventing the
decorrelation of the howling component, which is a problem
in the conventional PEM-AFC, when howling is detected.
Moreover, even if a sound source with high autocorrelation is
input, it can be expected that the adaptive filter will be updated
correctly and the feedback component will be removed.

Note that in this study, the proposed binaural algorithm was
examined assuming that the crosstalk component from the
loudspeaker of the hearing aid to the microphone is known
and completely canceled. Figure 3 shows a block diagram of
our proposed method. Uppercase and lowercase letters indicate
the frequency domain and time domain, respectively.

In this figure, Hq,I(ω) (I ∈ L,R) represents the transfer
function from the qth (q = 1, 2, ..., Q) sound source signal
Sq(ω) to the left and right ears. FL,L(ω) and FR,R(ω) are the
feedback transfer functions from the hearing aid loudspeaker
to the microphones in the left and right ears, respectively, and
FL,R(ω) and FR,L(ω) are the crosstalk transfer functions from
the loudspeaker in the left and right ears to the microphone

in the opposite ear. Furthermore, YI(ω) is the output signal
from the hearing aid loudspeaker, DI(ω) is the input signal to
the hearing aid microphone, and GI(ω) is the gain function
of the left and right hearing aids.

In this block diagram, the green part represents crosstalk
cancellation, the blue part represents the binaural PEM-AFC,
and the red part represents howling detection. When howling is
identified in the red part, howling is suppressed by controlling
the linear prediction filter that decorrelates the signal. Each
signal is defined as follows.

Xs
I (ω) =

Q∑
q=1

Sq(ω)Hq,I(ω) I ∈ L,R, (16)

Xu
I (ω) = YL(ω)FL,I(ω) + YR(ω)FR,I(ω). (17)

Here, Xs
I (ω) is the superimposed signal of each sound source

observed by the left and right microphones, and Xu
I (ω) is

the feedback signal from the hearing aid loudspeaker to the
microphone. Therefore, the actual input signal vector to the
microphone, d, can be defined as follows.

d = xs + xu + xn = sH+ yF+ xn, (18)

where
d = [DL(ω) DR(ω)], (19)

xs = [Xs
L(ω) Xs

R(ω)], (20)

xu = [Xu
L(ω) Xu

R(ω)], (21)

xn = [Xn
L(ω) Xn

R(ω)], (22)

and
s = [S1(ω), S2(ω), ..., SQ(ω)], (23)

y = [YL(ω) YR(ω)], (24)

H =


H1,L(ω) H1,R(ω)
H2,L(ω) H2,R(ω)

...
...

HQ,L(ω) HQ,R(ω)

 , (25)
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F =

(
FL,L(ω) FL,R(ω)
FR,L(ω) FR,R(ω)

)
. (26)

Note that xn represents the background noise observed in the
left and right ears.

When a sound source exists and a human hears the sound,
there is generally a level difference between the ears depending
on the position of the sound. Because this ILD does not depend
on the sound source itself but on the sound source position,
the maximum value of the ILD can be predicted using head-
related transfer functions (HRTFs). In addition, assuming that
howling does not occur in both ears at the same time and the
same frequency in a hearing aid worn on both ears, the ILD at
the time howling occurs is considered to be much larger than
the level difference depending on the sound source position.
Therefore, howling can be detected by constantly monitoring
the ILD, and the PEM-AFC can be controlled. In the red part
of Fig. 3, the estimated feedback and estimated crosstalk are
subtracted from the binaural input signals of the hearing aid.
The subtracted signal vector eI(η) is transformed into the
frequency domain by fast Fourier transform (FFT) analysis,
and after smoothing, the ILDs are calculated.

eI(η) = [eI(n), eI(n− 1), ..., eI(n− Lf + 1)], (27)

EI(η, ωk) = FFT[eI(η)], (28)

ẼI(η, ωk) = βẼI(η − 1, ωk) + (1− β)|EI(η, ωk)|, (29)

ILD(η, ωk) = 20 log10

[
ẼR(η, ωk)

ẼL(η, ωk)

]
, (30)

where η, Lf , and ωk represent the frame number, frame length,
and index number representing the frequency from the FFT,
respectively.

Figure 4 shows the maximum absolute values of the ILDs in
each frequency band obtained in advance using HRTFs [18].
Here, the horizontal and vertical axes show the frequency
and maximum ILD [dB], respectively. ILDs generally vary
depending on the sound source position. Our system uses
ψ(ωk), which is the maximum value of the ILDs, and the
values are within a certain range depending on the frequency
at which a directional source signal reaches the microphones of
both ears. The ψ(ωk) is stored in a memory to detect howling
by comparison with the ILD of the input signal.
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Fig. 4. Maximum values of ILDs for each frequency.
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Fig. 5. Variation of howling counter with changes in feedback pass. The pass
changes at 2 and 4 s for the left and right channels, respectively. A sound
source is located at 0◦.

CTR(η) =
∑
ωk

hR(η, ωk) · { ILD(η, ωk)− ψ(ωk) }, (31)

where

hR(η, ωk) =

{
1 ( ILD(η, ωk)− ψ(ωk) > 0 )

0 ( otherwise ),
(32)

and

CTL(η) =
∑
ωk

hL(η, ωk) · { |ILD(η, ωk)| − ψ(ωk) }, (33)

where

hL(η, ωk) =

{
1 ( ILD(η, ωk) + ψ(ωk) < 0 )

0 ( otherwise ).
(34)

When howling occurs and absolute value of the ILD exceeds
ψ(ωk), which is the maximum value of the ILD obtained in
advance, hI(η, ωk) = 1. Therefore, the value of the howling
counter CTI(η) in Eq. (31) and (33) increases, and howling
can be detected.

Figure 5 shows the change in the howling counter CTI(η)
when howling is generated by changing the feedback path
of the left channel at 2 s and that of the right channel at
4 s after the computer simulation begins. The figure shows
(a) the left channel output waveform, (b) the left channel
howling counter, (c) the right channel output waveform, and
(d) the right channel howling counter. Figure 5(b) and (d) show
that the value of CTI(η) changes when howling occurs, and
howling can be detected. In this simulation, the sound source
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Fig. 6. Burg lattice algorithm.

position was set to 0◦, which is in front of the hearing aid
user, and traffic noise was also added. It was also confirmed
that howling could be detected correctly even when the sound
source position changed.

B. Howling cancellation using correlation control algorithm

The PEM-AFC algorithm decorrelates not only the external
input signal but also the feedback signal, which may make
howling control difficult. Here, we propose a binaural PEM-
AFC algorithm that can control the howling signal by changing
the decorrelation parameter in the PEM-AFC when howling
is detected.

For the prediction error method [17], the Burg lattice
algorithm (Eqs. 35–41) is used.

fI,0(n) = dI(n)− uIwI = dI(n)− x̂I(n) = eI(n), (35)
bI,0(n) = eI(n), (36)

ξI,m(n) = λ1,IξI,m(n− 1)

+ (1− λ1,I)[f
2
I,m−1(n) + b2I,m−1(n− 1)],

(37)

κI,m(n) = λ2κI,m(n− 1)

+ (1− λ2)(−2)fI,m−1(n)bI,m−1(n− 1),
(38)

γI,m(n) =
κI,m(n)

ξI,m(n)
, (39)

fI,m(n) = fI,m−1(n) + γI,m(n)bI,m−1(n− 1), (40)
bI,m(n) = bI,m−1(n− 1) + γI,m(n)fI,m−1(n). (41)

It is known that when the lattice filter has a sufficient
number of stages for signal decorrelation, the output signal
does not contain the correlation component. We devised a
PEM-AFC method to control the decorrelation effect using
the correlation control algorithm proposed by Kawamura et
al.[15]. Howling oscillation can be suppressed by applying the
NLMS algorithm to a signal, which leaves a weak correlation
component when howling is detected. The forgetting coeffi-
cient that is used to calculate the reflection coefficient of the
lattice filter to control the effect of decorrelation is controlled.
When the forgetting coefficient is set to 0 < λ1 < λ2 < 1, the

expected value of the reflection coefficient can be expressed
by the following equation.

lim
n→ ∞

E[γm(n)] ≈ E[κm−1(n)]

E[ξm−1(n− 1)]

= α
E[(−2)fI,m−1(n)bI,m−1(n− 1)]

E[f2I,m−1(n) + b2I,m−1(n− 1)]
,

(42)

where

α = (1− λ2)/(1− λ1). (43)

Here, when α = 1, which implies λ1 = λ2, the equation
is equivalent to that of a general adaptive lattice filter, and
the autocorrelation component is removed. On the other hand,
when α = 0, that is λ2 = 1, the autocorrelation component
is completely preserved. That is, autocorrelation components
can be controlled by setting λ1 and λ2. By exploiting these
properties, when the howling counter judgment exceeds a
predetermined threshold value, the forgetting coefficient is set
as follows, and correlation control is performed.

λ1,I =

{
λ̃ (CTI(η) > TC)
λ2 (otherwise).

(44)

IV. EXPERIMENTS

A. Experimental conditions

An experiment was conducted using a computer simulation
to evaluate the effectiveness of the proposed method. The
following items were evaluated.

1) Misalignment (MIS)
2) Maximum stable gain (MSG)
3) Spectral distortion level (SDL)

The algorithms to be evaluated for comparison are the
NLMS algorithm (AL1), the PEM-AFC (AL2), and the pro-
posed method (AL3). Table 1 shows the parameters used in
the evaluation experiments. A male voice from the IEEE voice
corpus[19] was used as the first sound source. As the second
source, an automobile back-up beeper was used as a periodic
signal that induces entrainment. For background noise, we
used traffic noise recorded binaurally using a dummy head

TABLE I
PARAMETERS USED IN EVALUATION EXPERIMENTS

sampling frequency 16000 Hz
frame length Lf 64
adaptation algorithm (AFC) NLMS
adaptive filter tap N 64
step size µ 0.01
linear prediction error method Burg lattice
number of lattice stages M 32

forgetting factor for lattice filter λ̃ 0.99
forgetting factor for lattice filter λ2 0.999
forgetting factor β 0.95
threshold Tc 5
normalization constant δ 6e−7
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Fig. 7. Relative locations of hearing aid user, sound source 1, and sound
source 2 in experimental computer simulation.

(KEMAR, GRAS) placed on the side of a congested road.
The first and second sources were convolved with HRTFs to
add directional information.

First, impulse responses (96 tap) were used for the feedback
and crosstalk transfer functions of the left and right ears in the
hearing aid simulation, which were measured with the dummy
head wearing an BTE (behind the ear) hearing aid with open-
type eartip. However, to induce howling, the feedback gain
was intentionally changed by 6 dB at 16 and 20 s for the left
ear and 14 and 17 s for the right ear.

Figure 7 shows the relative positions of the sound source
and hearing aid user. The first sound source was convolved
by a 0◦ HRTF so that it was located in front of the hearing
aid user. Next, the position of the second sound source, θ,
was changed in 10◦ increments from −90◦ on the left-hand
side to +90◦ on the right-hand side to confirm the robustness
of howling detection relative to the correlated sound source
location. Note that the true impulse response is used for
the crosstalk cancellation part because it is assumed that the
crosstalk transfer function is known and does not vary.

B. Evaluation results

Examples of the output waveform and spectrogram are
shown in Figs. 8 and 9, respectively, when S1 is located at
0◦ and S2 is located at +60◦. Note that Fig. 9 shows only the
back-up beeper sound section (7 to 13 s) of the output signal
for each algorithm. Figure 8 shows (a) the reference output
waveform and the output waveforms of (b) AL1, (c) AL2, and
(d) AL3. The input signals include background noise, speech
signals (4 to 7 s), the back-up beeper (7 to 13 s), and howling
signals (14 to 20 s). Note that the reference signal is the output
signal after ideal processing without feedback and crosstalk;
therefore, it does not contain howling and entrainment.

As shown in Fig. 8, the output waveform of AL1 converged
more rapidly than that of AL2 when howling occurred. The
output waveform of AL3 converged as rapidly as that of AL1
when howling occurred. Next, as shown in Fig. 9, the spectro-
gram of AL1 showed signal distortion in the back-up beeper
section because AL1 distorts the strongly autocorrelated input
signal. By contrast, the spectrograms of AL2 and AL3 showed
output similar to the reference signal, and the distortion of the
output signal in the back-up beeper section was quite small.

0 5 10 15 20
-1

0

1
(a) reference output signal

0 5 10 15 20
-1

0

1
(b) AL1 output signal

0 5 10 15 20
-1

0

1
(c) AL2 output signal

0 5 10 15 20

time (s)

-1

0

1
(d) AL3 output signal

Fig. 8. Output waveform of each algorithm.
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Fig. 9. Spectrogram of output signal of each algorithm. Note that these
spectrograms were calculated using only the part of the output signal from 7
to 13 s, which is an automobile back-up beeper.

These results demonstrate that AL3 suppresses howling and
entrainment effectively, and it has the advantages over both
AL1 and AL2.

1) Misalignment (MIS): The MIS is evaluated to confirm
the error of the feedback WI(ωk) estimated by the NLMS
method to estimate the feedback transfer function

MISI(η, θ) = 20 log10

[
∥fI,I(η)−wI(η)∥2

∥fI,I(η)∥2

]
, (45)

where fI,I(η) represents the impulse response vector of the
feedback transfer functions FI,I(ωk), and wI(η) is the im-
pulse response vector of the estimated value WI(ωk) of the
feedback transfer function, which varies with θ and η. The
evaluation value is calculated as the long-term average of
Eq. (45).

Figure 10(a) and (b) show the results of the MIS evaluation
experiments in the left and right channels, respectively. The
horizontal and vertical axes show the arrival direction of the
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Fig. 10. MIS score for each algorithm when the arrival direction of the second
sound source changes.

second sound source S2 [deg] and the long-term average value
of MISI(η, θ) [dB].

In both Fig. 10(a) and (b), the evaluation value of AL1
was larger than those of AL2 and AL3. The reason is that
the presence or absence of a decorrelation filter in the pe-
riodic signal component of the second source caused errors
in feedback estimation by the NLMS algorithm, resulting in
entrainment. Although the difference between the values of
AL2 and AL3 was small, AL3 scored better in terms of faster
feedback suppression. The reason for the small difference is
thought to be that the feedback time is only a few seconds,
and the evaluation values are averaged, making it difficult to
see a difference.

2) Maximum stable gain (MSG): The MSG evaluation
confirmed the effectiveness of the hearing aid’s feedback
suppression algorithm. It was calculated from the largest ob-
tainable stable gain (howling margin). The following formula
was used for this evaluation.

ASGI(η, ωk, θ) =
FI(η, ωk)

{FI(η, ωk)−WI(η, ωk, θ)}GI(η, ωk)
(46)

MSGI(η, θ) = max
ωk

{20 log10 |ASGI(η, ωk, θ)|}. (47)

Eq. (47) calculates the margin to howling (added stable gain,
ASG) for each frequency. By contrast, the MSG is obtained
from the ASG at the frequency with the lowest margin to
howling.

Figure 11(a) and (b) show the long-term average of the
MSG, MSGI(η, θ), for each channel. The horizontal and
vertical axes show the arrival direction angle of the second
sound source S2 and the MSG, respectively. The MSG of
AL3 was higher than those of AL1 and AL2. Because the
MSG used the minimum margin to howling among all the
frequencies, there are large differences between AL1, AL2,
and AL3. Therefore, AL3 can apply a higher gain without

(a) MSG for Lch

AL1

AL2

AL3

azimuth for S
2
 [deg.]

(b) MSG for Rch

Fig. 11. MSG score of each algorithm when the arrival direction of the second
sound source changes.

howling compared to AL1 and AL2.

3) Spectral distortion level (SDL): The sound quality of
the output signal from the loudspeaker was evaluated using
the SDL. It was calculated from the spectral difference of the
output and references signals, and it quantified the degree of
sound quality degradation caused by entrainment and howling.
The SDL is defined as

SDLI(θ) = 10 log10

∑
η

∑
ωk

{|Y ref
I (η, ωk, θ)| − |YI(η, ωk, θ)|}2∑
η

∑
ωk

|Y ref
I (η, ωk, θ)|2

,

(48)
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(b) SDL for Rch

Fig. 12. SDL score of each algorithm when the arrival direction of the second
sound source changes.
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where Y ref
I is the reference signal, and YI is the output signal

of each algorithm. Figure 12(a) and (b) show the results of
SDL evaluation experiments for each algorithm in the left and
right channels. The horizontal and vertical axes show the angle
of the arrival direction of the second sound source S2 and the
SDL evaluation value SDLI(θ), respectively.

The results show that the SDL of AL1 was increased by
entrainment, and that of AL2 was increased by howling. By
contrast, AL3 can suppress both entrainment and howling, and
the SDL of AL3 was significantly lower than those of AL1
and AL2.

V. CONCLUSION

We proposed a binaural PEM-AFC algorithm that extends
the PEM-AFC to binaural hearing devices and solves the
problem of howling control caused by decorrelated feedback
signals. In developing the proposed method, we focused on the
fact that the occurrence of howling can be detected from the
ILD between the right and left ears calculated from binaural
signals. By combining the correlation control algorithm for an
adaptive lattice filter with the PEM-AFC, we showed that the
algorithm could achieve rapid convergence under conditions
where it is difficult to suppress howling using conventional
PEM methods. In addition, simulation experiments showed
that the proposed method could robustly discriminate between
the input and feedback signals even when the angle of inci-
dence of the autocorrelated input signal changed. Evaluation
tests that examined the MIS, MSG, and SDL demonstrated
the superiority of the proposed method over the conventional
bilateral algorithm in which left and right devices operate
independently.
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