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Abstract—This paper describes a novel normalization method
for mask-based binaural sound source separation using neural
networks (NNs). Given a target source direction, the NNs
estimate masks that extract target source components in the
time-frequency domain. The numerous patterns of sound source
numbers and positions make it difficult to train the NNs because
some equivalent patterns are treated as different ones. We
therefore propose a spatial normalization method of input signals
as a pre-processing of the mask estimation. This normalization
can reduce the essential positional complexity by converting
the transfer functions of input signals into a canonical form
using the target direction. This normalization improves the mask
estimation and achieves the optimization of spatial pre-filters.
Experiments using mixtures of two, three, and four sources
showed that the NNs with our spatial normalization improved
the signal-to-distortion ratio by 2.1 dB compared with the NNs
without the spatial normalization.

I. INTRODUCTION

A. Background and Motivation

Online sound source separation using two microphones
(binaural) is attracting interest in terms of computational
auditory scene analysis [1], [2] because the minimum number
of microphones to utilize spatial information (e.g., direction
of sound sources) is two. Additionally, binaural separation is
more difficult than multi-microphone separation because of the
limited number of microphones. An underdetermined situation
where the number of sound sources is more than the number
of microphones is a typical example of such cases.

Selective source separation based on a given direction or
position is one of the most important functions in binaural
sound source separation. Here, “selective” separation means
the extraction of a target sound signal from microphone inputs,
not the separation of all source signals from the inputs. This is
a kind of attentional function using directional information that
is usually independent of signal characteristics. For example,
a spoken dialogue robot will sometimes listen to a speaker
from a certain direction. However, in actual situations, the
assumption that a target source is always located at a fixed
direction [3] is too restrictive. Moreover, the position and the
number of sound sources will change dynamically. We here
assume that the position of sound sources can be estimated
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Fig. 1. Overview of supervised source separation using target source direction
and our research focus

by sound source localization [4]. The target speaker direction
can be also specified by vision and dialogue context in human-
robot interaction.

Recent approaches for such a dynamic situation are based on
supervised source separation using neural networks (NNs) [5],
but there has been little research in the binaural domain [6], as
mentioned in [7]. The approach using a time-frequency (TF)
mask in the short-time Fourier transformation (STFT) domain
[3] is compatible with beamforming that can utilize the posi-
tional information of a target and other sound sources. Figure 1
shows the typical configuration of mask-based direction-aided
separation. A fixed spatial pre-filter using steering vectors,
such as the delay-and-sum (DS) or another beamformer, is first
applied to enhance the target source signal [7], [8], [9], [10].
Here, a steering vector represents a relative transfer function
between a sound source and each microphone. Various features
for NNs, such as the interaural intensity difference (IID) and
interaural phase difference (IPD), are extracted [11], [12],
and noise components are masked by using NNs outputs.
The spatial post-filter, e.g., time-varying Weiner filter, can
be applied [9]. The spatial pre-filters are usually designed
manually and have not been optimized.

The fundamental problem of selective source separation
lies in the numerous patterns of sound source number and
positions. The key points for this problem are the fixed spatial
pre-filters and the pre-processing of the input signals. Most
previous studies do not explicitly consider this problem, as
they have focused mainly on the feature extraction [8], [13],
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NN model [14], or loss function [15], [16]. A straightforward
idea for the fixed pre-filters, for example, is to optimize them
by training. However, such NN training never succeeds be-
cause, while optimization usually determines a fixed-parameter
set, truly optimal filters will change according to the number
of sound sources and their directions. Therefore, normalizing
input signals is required to reduce the positional complexity
for the pre-filter optimization.

In light of the above, we propose a novel spatial nor-
malization method and an optimization of the spatial pre-
filters as shown in Fig. 1. The spatial normalization converts
the transfer functions of input signals into a canonical form
by using a given target direction and the steering vectors.
Because this normalization can fix the target source direction
virtually and creates a one-versus-the-rest situation in terms
of directions of the target and the other sound sources, the
mask estimation by NNs improves. The optimization of the
spatial pre-filters also succeeds because this normalization can
reduce the fundamental complexity of the source directions.
We demonstrate the effectiveness of our method through
experiments using more than two sound sources and also show
it does not depend on kinds of sound sources.

B. Relation To Prior Work

Although mask-based separation using NNs has been widely
researched for the monaural and multi-channel situations, there
are few studies on the binaural situation, as mentioned in
Section I-A. Most studies assume batch processing and focus
on the structure of NNs, the feature engineering, or the loss
function, and pay less attention to the pre-processing of input
signals and spatial pre-filters.

The most recent monaural separation methods are com-
pletely based on NNs and supervised training because spatial
information cannot be utilized in the monaural situation. There
are two main strategies to separate multiple sound sources:
permutation invariant training [15] and clustering [16]. Many
studies examined features [13], training targets [17], [18], and
deep models [14], [19], [20], [21], [22] within this context.

The multi-channel approaches are usually based on the
combination of TF-mask using NNs and the spatial filters. The
source selectivity using a target source direction has recently
been the subject of research focus [8], [10], and a special
structure, such as direction attractor networks [9], is used in
the NNs for online mask estimation. A clustering approach is
extended to the stereo or multi-microphone situation [23], [24].
Most studies evaluate the situation where the number of dom-
inant sound sources is less than the number of microphones,
which does not hold for the actual binaural separation.

II. PRELIMINARIES

This section explains the standard mask estimation using
NNs. In this paper, all the variables in models are represented
in the STFT domain with a frame index t ∈ [1, T ] and a
frequency-bin index w ∈ [1,W ] [25].

A. Observation Model

The arrival process of the sound from M sound sources to
two microphones, k1 and k2, is modeled as a linear system.
The observed spectrum vector xw,t = [xk1,w,t, xk2,w,t]

T ∈ C2

is represented as

xw,t =
∑M

m=1hw(rm,t)sm,w,t + nw,t, (1)

where sm,w,t represents an m-th source sound spectrum and
nw,t = [nk1,w,t, nk2,w,t]

T ∈ C2 is a noise spectrum vector.
Here, nw,t may also include late-reverberations. rm,t is a
position of the m-th source at frame t, and its simplest
representation is an azimuth θm,t ∈ R from the center of the
microphones. hw(r) = [hk1,w(r), hk2,w(r)]

T ∈ C2 represents
a transfer function from the reference position, r, to each
microphone.

B. Real-valued Mask-based Separation using NNs

In a binaural sound source separation given a target source
position rc,t corresponding to the source index c, the target
source spectrum yw,t = hk1,w(rc,t)sc,w,t is estimated from the
observed spectrum xw,t. Here, we aim to recover the source
signal observed at microphone k1 without loss of generality.

The real-valued mask approach achieves the separation by
using mask function mw,t ∈ [0, 1] to extract the target source
spectrum. The estimated target source spectrum, ŷw,t, becomes

ŷw,t = mw,txk1,w,t. (2)

The mw,t is usually modeled by NNs with parameter set Θ,
and it is a function of the target source direction rc,t and
the observed vector set Xt = {xw′,t′}t

′=t−D,...,t+D
w′=1,..,W with a

splicing parameter D, that is, mw,t(Xt, rc,t;Θ). Since this
model requires several frames to estimate the masks, it is
suitable for online processing.

The parameter set Θ of NNs is optimized by using a training
data set. In this paper, the loss function G is an L1-norm
distance between the reference source spectrum yw,t and the
estimated spectrum ŷw,t. yw,t can be synthesized by using
sound corpora and impulse responses. The gradient for NNs
is calculated by differentiating the loss function in the log
amplitude domain, as

G(Θ) =
∑

w,t| log |yw,t| − log |ŷw,t||. (3)

The reason we use the logarithm is to relax the different dy-
namic ranges of the amplitude spectra among each frequency-
bin.

C. Fixed Spatial Pre-Filtering and Directional Feature

The actual inputs to NNs are features extracted from the
observed vector set Xt. One of the major input features
is based on a combination of Xt and the output of a DS
beamformer to the target source direction rc,t [7], [9]. We
consider this feature as a baseline, but other beamformers can
be applied such as the one used in [8].

The observed vectors are converted as

zw,t = [xT
w,t,aw(rc,t)

Hxw,t]
T, (4)
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Fig. 2. Image of spatial normalization

where aw(rc,t) = [ak1,w(rc,t), ak2,w(rc,t)]
T (||aw(rc,t)|| =

1) is a steering vector of the direction rc,t, and ·H is a conju-
gate transformation operator. Note that the steering vectors are
obtained by means of a physical model or simulated/measured
impulse responses. The amplitude spectra of |zw,t| are used
as intensity features for NNs. Here, the absolute function for
a vector means an element-wise operation.

III. PROPOSED METHOD

This section explains the spatial normalization and the
optimization of spatial pre-filters. The spatial normalization
converts the observed spectrum into a canonical form, which
enables us to optimize the spatial pre-filters.

A. Spatial Normalization

The spatial normalization reduces the essential complexity
of sound source positions by converting the transfer function of
the observed vector into a canonical form based on directional
information. For example, when a target source stands at the
angle θ in azimuth, we transform the observed vector as if the
target sound source stands at a fixed standard position, e.g. 0◦

(Fig. 2).
We represent a target source position as rc,t and the fixed

standard position as r′. We assume the steering vectors
corresponding to these positions have been already prepared.
The spatially normalized vector x′

w,t is represented by

x′
w,t = xw,t ⊗ aw(r

′)� aw(rc,t), (5)

where ⊗ and � represent an element-wise product and divi-
sion, respectively. Since the steering vector is a relative transfer
function, the transfer function of the observed target source is
cancelled out by aw(rc,t), and it becomes the transfer function
of the standard position by aw(r

′).
This normalization can be applied to any existing

method because all we do is convert the observed spectrum.
Although the transfer function of other sound sources can
be twisted and the spatial normalization can also include
conversion errors, such mismatch or errors can be reduced
by training the NNs.

B. Model of Spatial Pre-Filters and Optimization

The key contribution of the spatial normalization is that we
can assume a target sound source is always located at the
standard point. The spatial pre-filters can be optimized into a
single best filter thanks to this property.

The transformed spectrum x′
w,t is filtered by complex-

valued linear projection, which corresponds to the fixed

beamformer. We represent the j-th filter as wj,w =
[wj,k1,w, wj,k2,w]

T ∈ C2(j = 1, .., J), where J is the number
of filters and it controls the number of output elements. The
new input for NNs is obtained by

zw,t = WH
wx

′
w,t + bw, (6)

where Ww = [w1,w, ...,wJ,w] is a filter matrix and bw ∈
C2 is a bias vector. These parameters are optimized by back-
propagation under the constraint of ||wj,w|| = 1 (j = 1, ..., J).
|zw,t| is used as the input of NNs. The optimum number of
J can be determined by experiments.

Intuitively, the target source component |yw,t| could be
estimated just by the differential information between the
spectral enhancement and cancellation of the target source
direction. The NNs are expected to capture such differential
information and utilize it for mask estimation. Therefore, we
investigate the frequency responses of the trained filters to
understand the behavior.

IV. EXPERIMENTS

Our aim with the experiments is to show the fundamental
effectiveness of our spatial normalization for more than two
sources including unknown non-speech signals under weak a
reverberant environment. Note that highly reverberant speech
can be overcome by preparing reverberant training data as
monaural separation methods do [26], [27]. Our test sets are
designed to be open in terms of speaker, kind of sound source,
sound source position, and number of sound sources.

A. Training Set and Four Test Sets

We prepared two kinds of sound sources, human speech and
non-speech signals, to check whether our proposed method
is less dependent on signal characteristics or not. For the
speech signals, we used speech data from the Corpus of
Spontaneous Japanese (CSJ) [28]. The training set contains
223 hours of academic lecture presentations (by 799 men and
168 women). We selected speech signals from the official
evaluation sets (eval2 and eval3) defined in the CSJ for test
sets. This set contains 100 minutes of speech by ten men and
ten women, and the length of the test signals ranges from three
to ten seconds. For the non-speech signals, we selected ones
from the RWCP Sound Scene Database in Real Acoustical
Environments1 [29] as a test set. This corpus includes about
60 kinds of non-speech signal, such as a bell sound.

All binaural data were synthesized by the impulse responses
recorded in a real anechoic room to investigate the funda-
mental behavior of the spatial normalization. Note that reflec-
tions from the floor exist in such data. Two-channel impulse
responses were recorded at 16 kHz by using microphones
horizontally attached to an egg-shaped surface2. The resolution
of the azimuth was 1◦ (360 directions), and there were two
combinations of distance and height, as shown in Fig. 3. The
steering vectors used in Eqs. (4) and (5) were the impulse

1http://research.nii.ac.jp/src/en/RWCP-SSD.html
2http://www.sifi.co.jp/system/modules/pico/index.php?content id=39
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responses at the height of 1.35 m and the distance of 1.0 m.
The impulse responses at the height of 1.35 m and the distance
of 0.5, 1.0, 1.5, and 2.0 m were used for the training set, and
those at the height of 0.85, 1.10, and 1.60 m were used for
the test sets.

The training data were a mixture of three speakers’ speech
signals, and most of them consisted of different speakers’
utterances. The target source position rc,t was assumed as
the azimuth θc,t. The θc,t was assumed to be time-invariant
and uniformly selected from 0◦ to 359◦. The directions of
the other two sound sources were randomly selected from
(θc,t + 20 + u)◦ and (θc,t + 340 − u)◦, respectively, where
u ∈ [0, 145] was a randomly selected integer value.

The four types of test data were a mixture of two, three, and
four sound signals that were not included in the training set.
The height and distance of the sound sources in each mixture
were same. A 2sp set was a mixture of two speech signals, and
the combinations of source directions were [0◦, 30◦], [0◦, 45◦],
and [0◦, 60◦]. A 2sp+1n set was a mixture of two speech and
one non-speech signals, and the combinations of source direc-
tions were the same as those of sp2. A 3sp set was a mixture of
three speech signals, and the combinations of source directions
were [0◦, 30◦, 60◦], [0◦, 45◦, 90◦], and [0◦, 60◦, 120◦]. A 4sp
set was a mixture of four speech signals, and the combination
of source directions was [0◦, 45◦, 270◦, 315◦]. Finally, real
recorded background noise was added to each mixture with
randomly selected signal-to-noise ratios from 30 to 15 dB.

B. Comparative Methods and NN Configurations

We tested two kinds of input feature for NNs without
spatial normalization (Spatial norm.) to be evaluated with our
methods. The first is the two-channel observed vector and DS
beamformer described by Eq. (4) in Section II-C. The second is
the trainable spatial pre-filters described in Section III-B, and
the parameters Ww were randomly initialized. We applied

our spatial normalization to these two kinds of input data
as depicted in Fig. 4. Each sound source was separated inde-
pendently by changing the target direction θc,t. The standard
direction was set to 0◦, and accordingly the DS beamformer
after spatial normalization always focused on the direction 0◦.
The target direction was set to (ground truth azimuth + 3)◦

when separating data in the test sets.
The NN configuration was the same among all methods in

this paper. It closely resembles the one described in [30] in
that its structure follows a traditional speech feature extraction
process and thus is explained only briefly here. The NN
consisted of a feature-extraction network and a fully con-
nected network. The former network was for Mel-filterbank
feature extraction, and the parameters were optimized by back-
propagation. In this experiment, it used the functions in the
following order: 10-ms frame shift, fast Fourier transform
(512 points window), absolute, linear projection (filterbank,
64 dim.), absolute, power (instead of log), frame concatena-
tion, and linear projection (bottleneck, 256 dim.). The splicing
parameter was D = 32, which corresponds to a 640-ms
duration. The fully connected network had seven layers with
a sigmoid function. The output layer with 256 dim. (D.C.
was removed) was a sigmoid function to represent the mask
mw,t ∈ [0, 1]. We used AdaGrad [31] for the optimization,
and the number of epochs was 18.

C. Evaluation Criteria: SDR and CD

We used the signal-to-distortion ratio improvement (SDRi)
and cepstral distortion (CD) as evaluation metrics.

The SDRi measures the improvement of the SDR of the
separated signals compared to that of the observed signal. A
higher SDRi indicates a better performance. The SDR was
calculated in the amplitude spectrum domain as |ŷw,t| =
|yw,t| + ew,t. The SDR is the ratio of the log total power
of |yw,t| and |ew,t| over w and t.

The CD is calculated by using the cepstral coefficients
computed by applying discrete cosine transformation to the
log-amplitude spectrum, where a lower value indicates a better
performance. We used the dimensions of the coefficients to
range from 1 to 24, and the mean absolute error between
reference and separated speech was calculated.

SDRi and CD were averaged over all separated sound
sources for each test set. If the input data includes several
sound sources, we separate each source from the others
independently in accordance with its source direction.

D. Results

Table I shows the SDRi and CD of each method with dif-
ferent mixture signals. The “Ave.” column means the averaged
performance over four test set. J is the output dimension of
the spatial pre-filter described in Section III-B. The original
SDRs of the observed signal for 2sp, 2sp+1n, 3sp, and 4sp
were 0.63, −5.67, −3.16, and −5.20, respectively. The CDs
of the observed signal for 2sp, 2sp+1n, 3sp, and 4sp were
2.45, 3.59, 3.06, and 3.41, respectively.
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TABLE I
EXPERIMENTAL RESULTS. AVERAGED SDRI IN DB AND CEPSTRAL DISTORTION (CD).

Configuration SDRi Cepstral distortion
Spatial norm. Spatial pre-filter 2sp 2sp+1n 3sp 4sp Ave. 2sp 2sp+1n 3sp 4sp Ave.

Baseline DS (J = 3) 5.38 7.36 7.46 6.80 6.75 1.65 2.42 1.91 2.32 2.07

Proposed

� DS (J = 3) 6.41 9.74 8.75 8.13 8.26 1.54 2.16 1.74 2.13 1.89
� Train (J = 3) 7.10 9.91 9.09 8.22 8.58 1.50 2.17 1.73 2.10 1.87
� Train (J = 2) 6.50 9.50 8.84 8.04 8.22 1.55 2.20 1.75 2.14 1.91
� Train (J = 6) 7.52 10.25 9.50 8.39 8.92 1.48 2.14 1.70 2.08 1.85
� Train (J = 7) 7.24 10.19 9.40 8.46 8.82 1.48 2.12 1.69 2.08 1.84

For comparison Train (J = 3) 0.92 3.41 3.89 5.05 3.32 2.13 2.95 2.42 2.68 2.54
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Fig. 5. Frequency response of optimized spatial pre-filters in dB at 375, 750, 1500 and 3000 Hz: each line corresponds to the response of the filter wj,w

(J = 6 and j = 1, ...,6).

We found that our normalization and trained pre-filter
improved the separation performance from the baseline even
in the case of non-speech sound (2sp+1n) and a four-speaker
set (4sp). The results under same condition, J = 3, showed
that the spatial normalization outperformed the baseline by 1.0
to 2.3 dB in SDRi and by 0.1 to 0.26 in CD. The training of
the spatial pre-filter with spatial normalization also improved
the SDRi and CD. As shown in “For comparison” row, the
spatial pre-filter training failed without spatial normalization.
The reason why SDRi for 2sp and 4sp was worse than that
for 3sp is that the mixture of two and four sound sources
was not included in the training set. These results demonstrate
that training the NNs with two or four source mixtures will
improve the SDRi and CD.

We also found that the SDRi and CD of our method
improved as the number of dimensions J increased. When
we investigated the performances with J = 2, 3, ..., 10, the
best averaged SDRi and CD were obtained with J = 6 and
J = 7, respectively. Since the computational cost of spatial
pre-filtering is O(J2), the J should be decided by considering
the trade-off between computational cost and performance.

The directivity of the optimized pre-filters had a com-
plementary beam patterns, i.e. the combination of the en-
hancement and the cancellation (null-beam) patterns. Figure 5
shows the magnitude responses (gain) in dB of each channel
of the trained filters with J = 6, wj,w(j = 1, ..., 6). The
horizontal axis denotes azimuth (in degree), and the target
source was assumed to locate at 0◦. The impulse responses
at the height of 1.35 m and the distance of 1.0 m were used
for this analysis. Note that these amplitude responses were
influenced by the spatial normalization term in Eq. (5). Each
trained filter had different directive patterns, and some of

them had null-directivities (blind spots) at each frequency.
This result indicates that the NNs can find a target source not
only by the enhancement patterns but also by the cancellation
patterns in terms of direction. Therefore, the performance of
the separation may not improve even if we add more DS-
like filter channels to the spatial pre-filter of the baseline
method. The asymmetric beam patterns were caused partly
by the microphone arrangement and the shape of the device.

V. CONCLUSION

In this paper, we proposed a novel spatial normalization of
observed signals for direction-aided supervised sound source
separation. The proposed normalization converts the transfer
functions of the observed signals into a canonical form, which
improves the mask estimation and achieves the optimization of
the spatial pre-filters. Experiments demonstrated the effective-
ness of our spatial normalization and its independence from
signal characteristics.

Remaining issues and future work include examining the
reverberation and narrow angle cases of speaker positions.
Data generation and augmentation is also be promising to
alleviate these problems because the performance of the NNs
improves as the amount of data increases. We will also
investigate the separation performance with the optimization
of the steering vectors used in the spatial normalization.
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