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Abstract— In this study, we investigate the characteristics of 

prosody in a newly developed speech experiment to objectively 

and quantitatively characterize prosodic features of autism 

spectral disorder (ASD). In the experiment, male adults with high-

functioning ASD and age-, intelligence-level-matched males with 

typical development (TD) read aloud 29 brief scripts as if they 

were responding to the preceding auditory stimuli. On the basis 

of the hypothesis that autistic speakers tend to react in a 

stereotypical manner regardless of the situation, we quantitively 

evaluated the difference between their responses to stimuli of the 

same script by different speakers in terms of the prosodic features, 

such as fundamental frequency, intensity, and mora duration. The 

results showed that the individuals with ASD had similar pitch 

registers or volume levels, whereas those with TD reacted in 

higher maximum pitches or intensities to the male voice in some 

tasks. This result may be related to the recently reported stability 

of pitch control in autistic speakers. In contrast, regarding the 

‘disgust’ emotion, the mean absolute error of intensity between 

the reactions to two actors was higher in the ASD group than in 

the TD group. 

 

I. INTRODUCTION 

Autism spectrum disorder (ASD) is one of the widely prevalent 

neurodevelopmental disorders with a prevalence rate of 1 in 54 

[1]. There are currently no approved medications for the core 

symptoms, including deficits in social communication and 

interactions, which sometimes cause secondary disorders and 

deterioration of the quality of life. The diagnosis and 

assessment of ASD require long hours of interviews with an 

experienced clinician (e.g., Autism Diagnostic Interview 

Revised (ADIR)). Although structured diagnostic tools are 

available to standardize the assessment, they are exhausting for 

the testees, depend on expertized subjective rating, and are not 

designed for repeated use with the assumption of deficits being 

stable. 

     Many studies point out the social communication 

characteristics specific for individuals with ASD [2]-[7]. Vocal 

paralinguistic features have been analyzed with other 

nonverbal information such as facial expressions and gestures 

because they are closely related to social communication and 

interaction. Determining such vocal features could be 

promising for developing a simple and easy-to-use method for 

objective, quantitative, and reproducible assessments with 

improved accuracy of diagnosis. The high assessment accuracy 

can contribute to further development of novel therapies by 

fine-grained evaluation of time-course changes in the severity 

of ASD core symptoms. 

Recently, improved machine learning techniques have been 

successfully applied to the automatic diagnosis or assessment 

of the severity of ASD. The convolutional neural networks 

(CNNs) provide good performance for the estimation of 

severity of young children with ASD [7]. The Bidirectional 

Encoder Representations from Transformers (BERT) based 

vocabulary features can also be effective predictors used with 

audio features [8]. Levy et al. introduced the subsets of 

biobehavioral features effective for classification [9]. A semi-

supervised classification method is also applied to overcome 

the limitation of datasets [9]. 

Many of past studies attempted to diagnose and assess ASD 

using acoustic and prosodic features of speech signals during 

word naming, narrative, spontaneous speech, or dialog [2]-[12]. 

Some studies use speech recordings of semistructured 

interviews in Autism Diagnostic Observation Schedule 

(ADOS) to control speech topics [7][10]-[13], which allow the 

testees to speak in their own words. However, a more strictly 

structured setting should be required to eliminate the variation 

of sentences that make the comparison of the prosody difficult. 

For this reason, in our study, we developed a prototype of a 

set of brief scripts as an assessment tool to optimize 

quantitative and objective analyses of speech features 

specifically for adults with ASD. By making testees to read 

aloud predetermined scripts as a response to auditory stimuli in 

various situations, we can obtain highly structured speech data 

in terms of spoken text. By comparing the paralinguistic 

features in a certain text for one speaker and among the 

speakers, we can focus on their acoustic and prosodic control 

in specific situations and contexts. 

Moreover, by the method provided here, we simplified and 

structured the test environment so that we were able to 

eliminate the variability in the performance of interviews. 

Specifically, our method does not require the testee to be 

interviewed by an interlocutor while they respond to consistent 

auditory stimuli on loudspeakers, which is in contrast with 

previous studies in which the interviewer had to interfere with 

the testee in order to elicit their social response.   

 The prosodic and acoustic features in children with ASD are 

more stable than those in their peers [14], which may be related 

to the asynchrony between autistic speakers and their 
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interlocutor of dialogs [13]. Thus, when speaking the same 

script, speakers with ASD are assumed to produce stable 

prosodic patterns. On the basis of this hypothesis, we measure 

the differences in prosodic features between the same-sentence 

responses to different vocal stimuli. We carry out classification 

analysis using a machine learning technique selecting the 

optimized set of prosodic features. 

In Section II, we describe the experimental settings and 

recorded scripts. In Section III, we provide the methodology of 

speech feature extraction, significance tests between the ASD 

and TD groups, and classification analysis. We show the results 

of analyses in Section IV. Finally, we discuss and conclude this 

study. 

II. EXPERIMENTS 

A. Participants 

Twenty Japanese males with ASD and aged 19-38 years and 

22 male controls with typical development (TD) and aged 16-

53 years participated in the experiment. A psychiatrist (HY) 

experienced in developmental disorders made the ASD 

diagnosis utilizing gold standards such as ADIR and ADOS. 

The participants with a history of TD were recruited with their 

intelligence level matching those of the ASD group and age and 

screened by a trained psychiatrist (M.K.) on the basis of the 

following exclusion criteria: presence and/or history of 

neuropsychiatric disorders. The Ethical Committee of the 

University of Tokyo Hospital approved this study (10245). 

After a complete explanation of the study, participants’ mental 

capacity to consent was confirmed by a psychiatrist (M.K.), 

and written informed consent was obtained from all 

participants. 

B. Scripts 

We developed 29 brief scripts for reading: each of which 

consists of a two sentences for an auditory stimulus and its 

response. Each script is intended for a specific response 

concerning emotions, intonation, timing control, or voice 

volume. The intended responses are categorized into 15 types: 

focal emphasis, contrastive emphasis, seven emotions (joy, 

surprise, fear, sadness, anger, avoidance, and disgust), 

fast/slow speaking rate, immediate/delayed response, and 

high/low voice volume. Examples of the script are shown in 

Table. 1. There were two scripts, except for anger (3), 

avoidance (1), and disgust (1). 

C. Auditory Stimuli 

To record the auditory stimuli, two actors, one male and one 

female, read aloud while performing according to the 

instructions in the text (e.g., Please say "Happy birthday" as 

you celebrate your close friend’s birthday).  We finally 

recorded 29 audio stimuli for each actor (in total, 58 speech 

samples) with a sampling rate of 44.1 kHz and a quantization 

precision of 16 bits. 

 

 

 

 

 
Table 1 Fifteen categories and examples of scripts translated into English 

(original version in Japanese for each category). 

Category Example of script 

Focal 

emphasis 

Where is your hometown? – My 

hometown is B City. 

Contrastive 

emphasis 

Can I get to A City by train? – No, you 

can’t. You should go there by bus. 

Joy Here’s a present for you. – Thanks a lot, 

I’ve always wanted this. 

Surprise I met Mr. B for the first time in 10 years. – 

That's surprising, how has he been? 

Fear I heard you had an accident. – I almost 

died. 

Sad What’s happened to your watch? – I’ve lost 

it. I liked it, though. 

Anger It’s meaningless to do that. – Don't disturb 

me. 

Avoidance Is this edible? – I don’t think so. It stinks. 

Disgust I'm sick of Mr. B. – He is a really 

unpleasant guy. 

Fast speaking 

rate 

What time is the last train? – It's coming, 

you’ve only one minute! 

Slow 

speaking rate 

It's a really nice loungy place, isn’t it? – 

Yeah, now I am feeling alive again! 

Delayed 

response 

This estimate seems too expensive. – It's 

difficult to get this cheaper anymore. 

Immediate 

response 

Your boss is asking and looking for you. – 

Oh! I’ll be there in a minute. 

Low volume This is just between us, but Mr. B is going 

to leave for another job. –  I didn't know 

that. It's still a secret, isn’t it? 

High volume I can't hear you well. – Can you hear me 

now? 

 

D.   Experimental Procedure 

The experiment was conducted in a quiet meeting room. A 

laptop computer with a headset microphone connected and a 

single-channel loudspeaker ware placed on a table. A 

participant sat on a chair in front of the table and was instructed 

to read aloud the script acting according to the situation 

expected from the presented auditory stimuli. The loudspeaker 

was placed 50 cm in front of the participant.  

 

 In the experiment, 58 response scripts were randomly 

presented on the display of the laptop PC at the same time as 

the corresponding auditory stimulus was presented from the 

loudspeaker. Before the recording of the response, the 

participant repeated the response script twice for practice. An 

experimenter pressed a keyboard button to proceed to the next 

task after the participant finished reading the script. The 

participant’s voice was recorded with the headset microphone 

synchronizing with the played auditory stimuli to measure the 

reaction time, at a sampling rate of 44.1 kHz and a quantization 

precision of 16 bits. 
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III. STATISTICAL ANALYSES 

A. Frame-Based Speech Feature Extraction 

We first extracted fundamental frequency (F0), intensity, and 

Mel-cepstral coefficients (MFCCs) frame-by-frame from the 

recorded sound samples. The MFCCs were obtained and used 

for the next alignment step. The F0 and intensity were 

calculated using Praat [15] and the MFCCs were analyzed 

using Auditory Toolbox [16] in MATLAB for MFCCs on the 

basis of the window step of 10 ms. The pitch floor and ceiling 

for F0 extraction were set to 75 Hz and 350 Hz for male 

speakers, and 100 Hz and 500 Hz for the female actor. The 

logarithm of F0 values was taken and normalized by 

subtracting the within-session mean log F0. The intensity 

values were normalized using the within-session mean 

intensity to eliminate the effect of the difference in the 

recording settings. 

 

B. Alignment using Dynamic Programming (DP) Matching. 

The analysis aims are to compare the speech features of 

responses to the same sentence read aloud by the two actors. 

Since the pair of responses have different phoneme durations, 

we should align the time frames of the two utterances of the 

two actors. We utilized DP [17] matching to align the frames 

where the distance of their MFCC vectors was close. 

Figure 1 shows an example of a path obtained from DP 

matching that minimizes the cumulative cost. We take the path 

that minimizes the cost assigned to each path direction. The 

direction at Point k is selected using the following equation: 

𝐶(𝑖, 𝑗) = min

[
 
 
 
 
 

𝐶(𝑖 − 1, 𝑗) + 𝑑(𝑖 − 1, 𝑗) + 𝑑(𝑖, 𝑗)

𝐶(𝑖 − 1, 𝑗 − 1) +
4

3
𝑑(𝑖, 𝑗) + 𝑑(𝑖 − 1, 𝑗 − 1)

         + 𝑑(𝑖 − 2, 𝑗 − 2)

𝐶(𝑖, 𝑗 − 1) + 𝑑(𝑖, 𝑗 − 1) + 𝑑(𝑖, 𝑗) ]
 
 
 
 
 

, (1) 

where C (i, j) and d (i, j) denote the cumulative cost and the 

distance between two frames at Node (i, j), respectively. The 

distance d (i, j) is defined by 

𝑑(𝑖,  𝑗) =
1

𝑤1 + 𝑤2

{𝑤1 ∑(𝑥𝑚
𝐴 (𝑖) − 𝑥𝑚

𝐵 (𝑗))
2

𝑀−1

𝑚=1

+ 𝑤2 ∑(𝑎𝑚
𝐴 (𝑖) − 𝑎𝑚

𝐵 (𝑗))
2

𝑀−1

𝑚=1

} , (2) 

where 𝑥𝑚
𝐴 (𝑖), 𝑥𝑚

𝐵 (𝑖) and 𝑎𝑚
𝐴 (𝑖), 𝑎𝑚

𝐵 (𝑖) are the m-th coefficients 

of MFCC and ∆MFCC of the i-th frame in Utterances A and B, 

respectively, and 𝑤1  and 𝑤2  are the weighting factors. After 

obtaining the best path of DP matching, we compared the 

prosodic parameters of matched frames of the two speakers. 

Although the shape of the DP path may also include 

information about the difference between the responses, we 

will consider using it as another feature in our future work. 

C. Speech Feature Calculations 

We measured the following six speech features from each 

pair of recorded speech samples: one of the pair is the response 

to a male actor’s utterance and the other is that to a female voice. 

Let a participant's response to the male actor's auditory 

stimulus on Task k be 𝑅𝑘
𝑚 and that to the female actor's one be 

𝑅𝑘
𝑓
 below. 

 

(1) Utterance-duration ratios 

This feature is the time-expansion ratio of the utterance 

durations of  𝑅𝑘
𝑚  to that of  𝑅𝑘

𝑓
  defined by 

𝑟𝑘 =
𝑇𝑘

𝑓

𝑇𝑘
𝑚 , (3) 

where 𝑇𝑘
𝑓

 and 𝑇𝑘
𝑚  denote the utterance durations of 𝑅𝑘

𝑚   and  

𝑅𝑘
𝑓
, respectively. 

(2) DP-matching scores 

We defined the DP-matching score as the number of analysis 

frames that matched in the DP path search divided by the total 

number of frames. If the rhythms of 𝑅𝑘
𝑚 and 𝑅𝑘

𝑓
 are differently 

produced, the score will be low even when the total durations 

are the same. 

(3∙4) Mean absolute errors (MAEs) of log F0 and intensity 

To compare the log F0 and intensity patterns between two 

utterances, we measured the MAEs between matched framed 

between Utterance A and B. 

(5∙6) 90-percentile values of F0 and intensity 

We adopted the 90-percentile values instead of maximum 

values, because of their robustness. We measured the 

difference in 90-percentile values of log F0 and intensity 

between  𝑅𝑘
𝑚 and 𝑅𝑘

𝑓
. 

D. Statistical Analyses 

For each reading script, we examined whether any prosodic 

features have a significant difference between the ASD and TD 

groups by Wilcoxon signed-rank tests (p < 0.05). To avoid the 

increase of Type I errors with multiple comparisons, we 

corrected p values using Benjamini-Hochberg (BH) adjustment 

[18] in six features. 

E. Classification Analysis 

We conducted a classification analysis using the Support 

Vector Machine (SVM) with the radial kernel implemented in 

the ‘e1071’ package in the statistical environment R. A 

backward feature selection (BFS) method was employed to 

select an appropriate set of features. In BFS, starting from all 

90 features (15 categories × 6 features), the combination with 

 

Fig. 1  Search of the best path using DP matching 
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Table 2   Features that are significantly different between the ASD and TD 

groups. Medians of each group and adjusted p-values of Wilcoxon rank sum 

tests are also shown. 

Category Feature ASD TD p 

Contrastive 

emphasis 

90 pctl of F0 -0.0514 0.0108 0.024 

Fear 90 pctl of F0 -0.0137 0.0430 0.025 

Anger 90 pctl of intensity -0.0879 0.602 0.031 

Disgust MAE of intensity 8.39 5.32 0.029 

the best classification accuracy was selected by excluding 

one features at each step. To evaluate the accuracy and F-

measure, we carried out leave-one-out cross-validation. 

 

IV. RESULTS 

A.      Comparison between ASD and TD groups 

 

 

Table 2 shows the prosodic features that had a significant 

difference between ASD and TD groups. Fig. 2 shows the box 

plots of prosodic features of each group. In ‘Contrastive 

emphasis’ and ‘Fear’ categories, the 90-percentile value of F0 

was higher for the response to the male actor in the TD group 

than the ASD group as shown in Fig. 2 (p < 0.05). As for 

‘Anger’ category, the 90-percentile value of intensity was 

higher for the male voice stimuli in the TD group compared to 

the ASD group (p < 0.05). In ‘Avoidance’ category, the MAE 

of intensity was higher in the speakers with ASD (p < 0.05).  

B.      Classification Analysis 

As a result of the BFS steps, the best accuracy of 90.4% was 

obtained with five features (the DP-matching scores of 

categories ‘Angry’, ‘Avoidance’, and ‘Immediate response’, 

the MAE of the intensity of ‘Disgust’, and the utterance-

duration ratio of ‘High voice volume’). The F-measure was 

0.923 with these features. Note that the prosodic features were 

selected from one from each category. The classification 

accuracy and F-measure were 78.6% and 0.786, respectively, 

when using the four features with a significant difference 

between the ASD and TD groups. Fig. 3 shows the scatterplot 

between the DP-matching scores of ‘Avoidance’ and the MAE 

of the intensity of ‘Disgust’, which had the least p-values in the 

Wilcoxon rank-sum tests in the selected five features. They are 

separately distributed except that three speakers with ASD and 

one with TD locate in the distribution of the group other than 

themselves. 

V. DISCUSSIONS AND CONCLUSIONS 

The participants with TD used a higher maximum pitch in 

the response to the male actor in the ‘Fear’ category with a 

significant difference from those with ASD. Moreover, the 

median of the ASD group was nearly zero (-0.0137), which 

indicates that the maximum values were almost the same 

regardless of the gender of actors. Regarding the 90-percentile 

values of intensity in the ‘Anger’ category, the participants 

with TD also responded with high maximum volume 

(Difference: 0.6 dB), whereas those with ASD responded with 

nearly the same volume (Difference: -0.0879 dB). This result 

is consistent with the study in [13] that revealed the stability of 

prosodic control in speakers with ASD. 

The 90-percentile values of the log F0 in the ‘Contrastive 

emphasis’ category were significantly lower in the ASD group, 

indicating the tendency of response to the male actor, whereas 

the TD speakers distributed nearby zero as shown in Fig. 2. 

This indicates that TD speakers responded similarly to both 

actors in the contrastive emphasis tasks. This instability of 

volume control by autistic participants is consistent with the 

result obtained by Nadig and Shaw who compared the children 

with high-functioning autism (HFA) and their typical peers 

[19]. 

In the ‘Disgust’ category, the absolute difference between 

the responses to the two actors was larger in participants with 

ASD, whereas no significant difference was found in the 90-

percentile values of intensity. This indicates that the 

individuals with ASD did not show the stability that was 

observed in the two kinds of emotions, ‘Fear’ and ‘Anger’. The 

study by Zhao et al. pointed out the need to investigate the 

 

Fig. 3  Scatterplot of two of five features selected in BFS 

 

   

Fig. 2   Distribution of prosodic features of categories ‘Contrastive 

emphasis’, ‘Fear’, ‘Anger’, and ‘Avoidance’, in ASD and TD 

groups 
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emotions separately based on the finding of the autistic 

children’s hypervigilance toward ‘Disgust’ emotion [20]. 

In the classification analysis with SVM, three of the selected 

features were related to the rhythm control, and another was 

related to speaking rate. As shown in Fig. 3, in the ‘Avoidance’ 

category, some of the speakers with ASD had high DP-

matching scores, indicating that they were more consistently 

responding to the two actors’ voices. This is consistent with the 

results of stability of duration in children with HFA [19]. 

In conclusion, the brief scripts developed in this study were 

effective for quantifying the prosodic characteristics of adults 

with ASD and successfully provided the set of prosodic 

features which classify the ASD and TD groups, although 

further studies of the relationship between the features and 

severity of ASD should be conducted. 
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