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Abstract—In recent years, voice-operated applications have 

been widely accepted by the public, while the background noise is 

still a challenging issue for automatic speech recognition (ASR). 

This paper proposes a mask-based speech enhancement front-end 

approach taking into account speech quality score as well as 

acoustic confidence for speech enhancement  to reduce the word 

error rate (WER) for noisy speech recognition. First, the features 

of speakers, phones, and noises are extracted and considered in 

the loss function to improve the speech quality. In addition to 
speech quality, this study also considers the phone confidence 

from the Kaldi-based ASR into the loss function for training the 

mask generation model to improve speech quality as well as 

improve noisy speech recognition performance. Compared with 

the baseline model, the proposed model not only improved STOI 

by 2.14% and PESQ by 7.22%, but also reduced 12.13% in WER.  

Index Terms: Noisy speech recognition, speech enhancement,  

ideal ratio mask, phone confidence, STOI, PESQ.  

I. INTRODUCTION 

Currently, automatic speech recognition (ASR) for voice 
assistants in mobile phones, smart speakers, and auto-pilot 
functions in cars or a navigation system have been popularly 

used to help users to execute instructions or tasks through 
speech. But this is only at the tip of the iceberg in many 
applications. In real applications, many devices should work in 

an open environment, and there are many noise sources in the 
environment at the same time. We can imagine that if we input 

a large number of types of noise and speech at the same time, 
it will be very challenging for speech recognition. For humans, 
neural adaptation may ultimately help enhance the robustness 

of speech in noise, but for machines, there is still a  lot of room 
for performance improvement in noisy speech recognition. 
In recent years, in the field of speech processing, most people 

regard speech separation and speech enhancement [1-5] as 
classification tasks, that is, to classify speech and noise in audio, 

so a lot of the methods based on data-driven and larger model 
have been widely studied [6, 24-26]. While most training 
models do classification tasks, they basically infer a part of 

each frame as noise, and treat the rest as speech, and then 
further remove or reduce the part that is classified as noise. But 
if we group all types of noise (such as factory, car, and street 

noise) into one group, and treat the rest of the audio as the 
desired speech, it is actually difficult for the trained model to 

find the actual type of noise, or even the noise is not in the 
training set. Therefore, when the target is regarded as a 

classification task, in order to improve the classification 
accuracy and provide more audio-related and useful 

information, the characteristics of speaker [7-9], noise [10, 11] 
and phone [8, 12, 13] in the nosy speech should be considered. 

Many previous studies [14-16] used mean square error (MSE) 
as the loss function for training the mask-based speech 
enhancement model. Although the MSE-based approach 

improved the speech quality, it may not match the human 
auditory perception as well as the ASR system. However, when 
the devices cannot adapt to voice signals like humans, they 

need to rely on classification technology to provide external 
information to help machine learning and understanding. 

Therefore, we need to consider the feature of phone and 
speaker in speech and the function of noise in the environment 
at the same time to obtain more information to enhance speech. 

According to the above discussion, we can find some problems. 
First, some approaches used either the feature of speaker or 
phone, instead of both. In [9], Shon et al. observed that because 

each speaker has different speaking and pronunciation features, 
the model is more likely to extract higher-level abstract features 

in the process of feature extraction, such as a wide variety of 
phone category features. It also addressed the characteristics 
for different phone features of the same speaker and different 

speaker features of the same phone. When performing speech 
enhancement, speaker features and phone features should be 
considered at the same time. 

On the other hand, Fu et al. [17] mentioned that the MSE loss 
function has a certain gap with the current actual evaluation 

methods, such as PESQ and STOI. Therefore, they proposed 
the loss function that cooperates with the two evaluation 
metrics to narrow the gap. But in fact, the difference between 

MSE, PESQ/STOI and the recognition rate of the ASR system 
has not been solved. Having a high PESQ/STOI does not 
necessarily mean that a high recognition accuracy from the 

ASR system can be obtained. Part of the reason for this comes 
from the fact that the ASR is another system. During the 

training process of the ASR system, there is no consideration 
of PESQ or STOI, so the trained model is not directly related 
to PESQ and STOI. The other part is that, whether you use the 

MSE, PESQ loss or STOI loss, the mask generated by the 
model may mask the spectrogram that is important to ASR. 
There is no way to directly judge whether the current loss is 

helpful to improve the recognition rate. Therefore, there is a 
gap between the result of speech enhancement and ASR. 

Proceedings, APSIPA Annual Summit and Conference 2021 14-17 December 2021, Tokyo, Japan

536978-988-14768-9-0/21/$31.00 ©2021 APSIPA APSIPA-ASC 2021



II. PROPOSED METHOD 

In order to solve the above-mentioned problems, the mask-

based speech enhancement system that uses the features of 
speaker and phone as shown Fig. 1 is proposed. The proposed 
mechanism is trained with PESQ, STOI and phone confidence 

as the loss function to improve both speech quality and speech 
recognition rate. Phone confidence is the probability of all 
phones in the ASR acoustic model classification result. The 

training phase includes three parts: feature extraction, mask 
generation modeling, and judgment model construction. Phone 

feature extraction model, speaker feature extraction model, and 
noise estimation model are constructed to extract the features 
of phone, speaker, and noises from the spectrogram of the noisy 

speech signal, respectively. The features are then used as the 
input of the noise mask generation model to generate a mask, 
and the spectrogram of the noisy speech is masked to obtain an 

enhanced spectrogram. The masked spectrogram is then fed to 
the judgment model for evaluation, and further the loss is back 

propagated to train the mask generation model. In the test phase, 
the speech input is fed to the trained speech enhancement 
model to obtain the enhanced speech, and finally sent to the 

ASR for recognition. 

2.1. Phone Feature Extraction Model 

As described in [12], it is difficult to classify phones in noisy 
speech. An encoder and a decoder are adopted by using two 
fully connected (FC) layers in front of the CNN to project 

information to another domain, so that the model can classify 
phones more effectively. At the same time, the model does not 

use any pooling, but uses all convolutional layers to reduce the 
loss of information due to the pooling operation [18].  

 

 

Fig. 1 System framework 

The audio spectrogram of the noisy speech segment with a 
window of five frames is first passed through two FC layers 

and then six two-dimensional convolutional layers. In the 
convolutional layer, each layer uses the ReLU as the activation 

function, and the kernel size is 3*5. Each layer is padded with 
zero at the boundary, and the stride is 1 to ensure a fixed 
dimensionality. Then, the two FC layers are used to reduce the 

output dimension to 128. Finally, the outputs of the last layer 

conforming to 40 phone classes provide the phone class output 

with respect to the current frame, as shown in Fig. 2. 
 

 

Fig. 2 Architecture of phone feature extraction model 

2.2. Speaker Feature Extraction Model 

In addition to phone features, speaker features from noisy 
speech are extracted based on the speaker embedding model 
with time-delay neural networks (TDNN) presented in the 

study of Hong et al. [19].  

2.3. Noise Estimation Model 

As well as the features of phone and speaker, we also 
consider the noise features which include the SNR level and 

the noise type. The multi-tasking learning approach proposed 
by Fu et al. [20] is employed to establish a noise feature model, 
as shown in Fig. 3. During the training process, two CNNs are 

used to extract the features for the noisy speech spectrogram as 
well as the time-domain signal segment of the current frame, 
respectively. When the training of this model is completed, the 

output in the last hidden layer is used as the noise features. 
After that, we concatenate the output obtained on both sides, 

and then process it with two FC layers. The first layer outputs 
a 128-dimensional feature vector, and the last FC layer outputs 
the classification results of the SNR level and noise type. The 

training target is a  multi-label target, and we will also use 
entropy to deduce the probability of true label difference, and 
the binary cross entropy is used as the loss function.  

 

 

Fig. 3 Architecture of noise estimation model 

2.4. Judgment Model 

In order to judge whether the quality of the enhanced speech 
has been improved or the phones can be correctly recognized, 

an objective evaluation on the speech quality model and a 
phone-based judgment model are used in the training stage. 

First, two models estimating the values of PESQ and STOI are 
constructed, respectively. The two architectures are the same. 
Both are six-layer DNN with noisy speech spectrogram of 5 

frames as input, and the final output is the value of normalized 
PESQ or STOI predicted by the model. 

Second, the phone-based judgment model architecture is the 

same as the afore mentioned phone feature extraction model 
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architecture. The difference is that when this model is trained, 

the outputs of the last layer of the model are regarded as the 
recognition probabilities of the phone classes. 

Finally, in order to make the enhanced speech have a better 

recognition rate and avoid the excessive difference between the 
speech quality and the recognition rate, here we further directly 

use the result of the Kaldi ASR system as the weight of the loss 
function. Because the ASR system is another independent 
system, the returned text cannot be directly used as a loss to 

train the mask generation model. So, we calculate the MSE 
between the enhanced spectrogram and clean spectrogram. The 
phone confidence obtained from the ASR system, subtracted 

by 1, is used as the weight which is then multiplied by the 
difference of each frame as the loss.  

2.5. Mask Generation Model 

The purpose of the mask generation model is to generate the 

ideal ratio mask (IRM) of 5 frames. The features of phones, 
speakers and noises are concatenated with noisy speech 
spectrogram as the input. The dimensions for the features of 

phones, speakers, and noise are 128, 512, and 128, respectively. 
Concatenating 1285 dimensions of speech segment of five 
frames, the features with a total of 2053 dimensions is obtained. 

The structure of the mask generation model is a 6-layer 
DNN; each layer has an output with 1024 dimensions, and the 

last layer applies the sigmoid function to convert the output 
value to a value between 0 and 1 to meet the boundary of IRM. 
And the output dimension of the mask is 1285 covering five 

frames. 
In the training phase, the loss function except the traditional 

MSE can be divided into three parts: 𝐿1, 𝐿2 and 𝐿3. First, 𝐿1 is 
speech quality average loss obtained from the objective 
judgment model defined in (1). 

𝐿1 =
|1−𝑀𝑠𝑡𝑜𝑖(𝑦̂𝑖)|+|1−𝑀𝑝𝑒𝑠𝑞(𝑦̂𝑖)|

2
  (1) 

where 𝑦𝑖  means the enhanced spectrogram, 𝑀𝑠𝑡𝑜𝑖  and 𝑀𝑝𝑒𝑠𝑞 

are the normalized scores estimate by judgement1  and 
judgement2 . 𝐿2 is the acoustic phone judgment loss which uses 
the enhanced results for phone identification defined in (2) and 

(3) 

𝑝𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑀𝑝ℎ𝑛𝑗𝑢𝑑
(𝑦̂𝑖))  (2) 

𝐿2 = |1 − 𝑝𝑖
𝑔𝑡|    (3) 

𝑝𝑖  is the probability of correct phone category 𝑔𝑡, 𝑀𝑝 ℎ𝑛_𝑗𝑢𝑑 is 

the result of the phone-based judgment model,  judgement3  
shown in Fig. 1. Acoustic phone confidence loss 𝐿3 refers to 

the use of the ASR system and obtains the confidence level of 
the acoustic phone with the help of the language model, as 
shown in (4). We also hope that the confidence level is close to 

1, so 𝐿3 is rewritten as (5). 𝑦𝑖′ is the time-domain signal after 

noise reduction. 

𝑝ℎ𝑜𝑛𝑒 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑖 = 𝐴𝑆𝑅(𝑦𝑖′)  (4) 

𝐿3 = |1 − 𝑝ℎ𝑜𝑛𝑒 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑖|  (5) 

Finally, in order to find the best loss function, we consider 
the combination of attention weight and multi-task method. 

Among them, the value of L multiplied by the MSE is based on 

an attention-like approach. After calculating the squared error 

for a set of batches, multiplication is performed before average. 
In addition, (10)-(12) adopt the multi-task proportional 
addition method. 

𝐽1 = 𝑀𝑆𝐸 ∗ 𝐿1    (6) 

𝐽2 = 𝑀𝑆𝐸 ∗ 𝐿3    (7) 

𝐽3 = 𝑀𝑆𝐸 ∗ 𝐿1 ∗ 𝐿2   (8) 
𝐽4 = 𝑀𝑆𝐸 ∗ 𝐿1 ∗ 𝐿3   (9) 

𝐽5 = 𝜆1𝑀𝑆𝐸 ∗ 𝐿2 + (1 − 𝜆1)𝐿1  (10) 

𝐽6 = 𝜆1𝑀𝑆𝐸 ∗ 𝐿3 + (1 − 𝜆1)𝐿1  (11) 

𝐽7 = 𝜆1𝑀𝑆𝐸 ∗ 𝜆2𝐿2 + (1 − 𝜆1 − 𝜆2)𝐿1 (12) 

III. EXPERIMENTAL RESULTS 

3.1. Datasets 

There were two data sets used in this study; one was the 
speech data set, and the other was the noise data set. The speech 
data set was the DARPA-TIMIT [21], an English data set with 

a sampling rate of 16 kHz. It consisted of 630 speakers, each 
speaking ten sentences. And each audio file had strong labels 

of words and phones. In the noise data set, the NoiseX-92 [22] 
data set was used. There were 15 audio files, each with different 
type of noises. The sampling rate was 19.8 kHz, and the total 

length of each audio was 235 seconds. 
The training data used in this study were the first 250 

sentences from the TIMIT training data subset. Five types of 

noise in NoiseX-92, including volvo, pink, f16, babble and 
destroyerops, were used. The SNR with five levels: -10dB, -
5dB, 0dB, 5dB, and 10dB, were adopted. In the test data, the 

first 25 sentences from the TIMIT test subset combining with 
the two noise types of pink and destroyerops in NoiseX-92. The 

SNR with five levels: -10dB, -5dB, 0dB, 5dB, and 10dB, were 
considered to obtain a total of 250 audio test data. The audio 
files used in the experiment were resampled to 16 kHz. The 

length of the window for STFT was 512, with an overlap of 
256 samples. Furthermore, for the phone label, we relabeled 
the data by the ASR system using CMU [23] phone set pre-

training. 

3.2. Experimental results 

We evaluated each model in the framework separately, and 
compared with the baseline model without adding extra 

features and using the judgment models 

3.2.1.  Evaluation of Phone Feature Extraction Model 

In order to extract the feature of the phone, we built a  model 
using FC and convolutional layers. We also used the network 
output of the last hidden layer as the features of phones. The 

model was trained with the 40 phones represented by IPA 
CMU. The phone recognition results are shown in TABLE I . 

TABLE I: The accuracy (%) of phone recognition 

SNR 
Noise type 

10dB -5dB 0dB 5dB 10dB Aver. 

destroyerops 33.53 36.48 41.60 45.25 46.06 
40.44 

pink 31.49 36.23 42.03 45.61 46.09 
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3.2.2. Evaluation on Noise Estimation Model 

The process of noise estimation is similar to that of phone 

feature extraction. After model training, the output of the last 
hidden layer was used as the features of noise. Five noise types, 

5 levels of SNR, clean speech, and silence were considered for 
training the model with multi labels. 

Besides spectrogram, the time-domain speech segment of 

the current frame was also used for training. The result was 
improved slightly, and the SNR level achieved the best results, 
as shown in TABLE II. 

TABLE II: The results of noise estimation 

(%) Noise Type SNR 

Acc. Prec. recall F1 Acc. 

noise_SNR - - - - 54.08 

noise_type 92.59 89.22 81.73 85.31 - 

noise_SNR_type 92.13 87.55 81.75 84.55 67.98 

noise_SNR_type  

w/ raw wave 

92.18 88.09 81.30 84.56 68.39 

 

3.2.3. Evaluation of Phone Judgement Model 

In the acoustic phone judgment model, the same architecture 

as the phone recognition model described above was used. The 
speech signals without noise were used for training, and the 

average phone recognition accuracies are shown in Table III. 

TABLE III: Comparison of accuracies of phone recognition 

 

model 
Aver. Acc. (%) 

phone_w/o_front-end_FC 36.65 

phone_w/_front-end_FC 40.44 

phone_w/_front-end_FC_clean 48.30 

 

3.2.4. Evaluation on Mask Generation Model 

In this experiment, the test data with 0, 5, and 10dB were 

evaluated. The model was trained 50 epochs and the mask of 
the current frame was multiplied with the noisy speech 

element-wise to obtain the enhanced results. 
In TABLE IV, we observed that only MSE loss was used for 

training. In the average of PESQ or STOI, the mask generated 

by the model with all three features achieved the best speech 
quality. “spkr”, “phn” and “noise” in the table means speaker 
feature, phone feature, and noise feature, respectively. (a) and 

(b) mean original ASR score for corrupted and clean speech. 
And (c) is the result without adding any extra features, (d)~(g) 

is to add specified feature and spectrum as input. According to 
the results of PESQ and STOI, (c) and (g) were increased by 
8.43% and 2.43%, respectively. It can be seen in (e) that the 

features of the phone have a relatively large contribution to 
speech quality, and in (d) speaker feature is more helpful for 
speech recognition. In order to maintain the audio quality and 

WER, we chose (g) that obtained the best audio quality and 
good WER for the follow-up experiments. 

Then we experimented with the loss mentioned above, and 
the results are shown in TABLE V. We observed that the result 

of adding the phone-based judgment 𝐿2 can reduce the WER, 
indicating that the guidance worked. However, phone 

confidence 𝐿3 decreased the WER, and speech quality was also 
decreased slightly. Therefore, we further cooperated with 
PESQ and STOI judgment to improve the quality of the 

enhanced speech. In the results of using 𝐽4, we obtained the 
lowest WER of 21.59% with unsatisfactory PESQ and STOI 

score, which also proves that recognition rate is difficult to be 
compatible with speech quality. 

TABLE IV: The speech quality and WER for different models 

metric 

model 
PESQ STOI WER(%) 

(a) noisy 2.32 0.9040 29.08 

(b) clean 4.50 1.0000 11.27 

(c) baseline 2.49 0.8961 33.72 

(d) (c)+spkr 2.57 0.9140 25.93 

(e) (c)+phn 2.63 0.9070 28.44 

(f) (c)+noise 2.57 0.9088 28.50 

(g) (c)+spkr+phn+noise 2.70 0.9179 26.36 

TABLE V: The results with different loss functions 

metric 

loss PESQ STOI WER(%) 

(g) MSE 2.70 0.9179 26.36 

𝐽1 2.66 0.9146 26.22 

𝐽2  2.62 0.9154 24.16 

𝐽3  2.59 0.9057 35.59 

𝐽4  2.67 0.9153 21.59 

𝐽5  (𝜆1 = 0.8) 2.72 0.9128 28.84 

𝐽6  (𝜆1 = 0.8) 2.59 0.8957 34.56 

𝐽7  (𝜆1 = 0.6, 𝜆2 = 0.2) 2.78 0.9152 24.70 

IV. CONCLUSIONS 

In this study, we consider speech quality and acoustic 
confidence to enhance speech quality and reduce the WER of 
noisy speech recognition. In the training process, we use the 

phone confidence obtained from the ASR system, the pre-
trained phone-based judgment model, and the loss function 
considering MSE, STOI, and PESQ to guide the generation of 

the mask model. In addition, we consider the characteristics of 
speaker, phone, and noise to distinguish clear speech 

components and observe that the speaker and the phone have 
different contributions to improving the speech quality and 
recognition accuracy, and subsequent experiments also proved 

that the voice quality may have limited effect on ASR 
recognition. Finally, compared with the baseline model, this 
method can use different losses for training according to the 

purpose. As the front-end of ASR, WER can be reduced from 
33.72% to 26.36% compared with the baseline, and after 

adjusting the loss, it can be reduced to 21.59%, which is a total 
reduction of 7.49% compared to the original ASR. 
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