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Abstract— Electro-Larynx can help the laryngectomees re-

pronounce the voice, while the Electro-Laryngeal (EL) speech has 

a poor intelligibility and naturalness. Recently, voice conversion 

(VC) has been applied to enhance the EL speech, which achieves 

a good result. However, the complicated tone variation rule of 

continuous Mandarin EL speech takes a new challenge into 

enhancement of EL speech by VC. In this paper, a novel 

framework combining manual tone control (MTC) and statistical 

VC is proposed to enhance the continuous Mandarin EL speech. 

As statistical VC methods, GMM-based VC and CLDNN-based 

VC are implemented for the proposed framework. The objective 

and subjective evaluations are designed to validate the proposed 

framework. The experimental results have demonstrated that 1) 

the combination of MTC and statistical VC yields significant 

improvements in both naturalness and intelligibility of the 

enhanced Mandarin EL speech, 2) the word perception error 

rates of the enhanced Mandarin EL speech is decreased from 

11.35% of Mandarin EL speech with MTC to 5.61% by using 

statistical VC, and 3) the proposed framework achieves the 

average tone accuracy of 26.59% higher than that of original 

continuous Mandarin EL speech. 

I. INTRODUCTION 

Electro-Larynx is one of the most commonly used assistive 

devices for speech recovery of laryngectomees. It has many 

advantages such as simple operation and continuous 

pronunciation. However, Electro-Laryngeal (EL) speech is 

limited in its intelligibility and naturalness due to its defects of 

flatten fundamental frequency (F0), mechanical sound 

radiation noise, especially for tonal languages [1-3]. 

Many methods have proposed to improve the quality of EL 

speech. Generally, conventional methods are proposed to 

improve the F0 or to improve the whole quality of the EL 

speech using voice signal processing technologies. To improve 

the F0, researchers proposed several methods based on the 

physiological signal controlled such as vocal air pressure signal 

[4], neck strap muscle electromyographically activity signal [5, 

6], finger pressure signal [7-9], and finger sliding signal [10, 

11]. Especially, Wang [11] designed the electro-larynx based 

on capacity touch technology to allow laryngectomees to 
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pronounce the four tones of Mandarin EL speech by controlling 

F0 of an excitation signal of the electro-larynx with the 

capacity touch board. However, the above methods for 

improving the F0 are limited by the complexity of continuous 

speech pronunciation mechanism. To improve the whole 

quality of the EL speech, several methods including noise 

cancelling based on adaptive filter and spectral subtraction are 

proposed. Typically, Espy-Wilson et al. [12, 13] and Niu et al. 

[14] proposed the noise cancelling methods based on adaptive 

filter to enhance the EL speech; Cole [15], Pandey [16] and Liu 

et al. [17] proposed noise cancelling based on spectral 

subtraction to enhance the quality of EL speech. The above 

methods cannot process EL speech frame by frame, due to their 

fixed parameter settings. Therefore, the effect of EL speech 

enhancement is still limited. 

Voice Conversion (VC) is a powerful method combining the 

machine learning and speech signal processing. VC can 

convert the source speaker speech to the target effectively [18, 

19]. One of the most commonly used VC method for enhancing 

EL speech is based on Gaussian Mixture Model (GMM) [20-

24]. Recently, Kobayashi et al. [25] proposed CLDNN-based 

VC for enhancing the EL speech. The CLDNN was originally 

proposed as an acoustic model in automatic speech recognition, 

which enabled significant improvements in speech recognition 

accuracy [26]. The original CLDNN consisted of convolutional 

neural network (CNN) layers, long short-term memory 

(LSTM) recurrent layers, and fully connected (FC) layers with 

two skipped connections. Results of reference [25] illustrate 

that the CLDNN-based VC can further improve the 

intelligibility and naturalness of EL speech. 

However, the studies about enhancement of Mandarin EL 

speech are still insufficient. Mandarin speech is a kind of 

typical tonal language which is different from English. The 

complicated tone variation is one characteristic of the 

continuous Mandarin speech. Even if using the F0-controlled 

electro-larynx based on the capacity touch technology, the 

errors of tone cannot be avoided absolutely, because the 

moving finger of speakers are not flexible enough on the touch 
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board. However, tone plays an important role in the Mandarin 

speech, or even influences the understanding of the semantic 

information from the Mandarin speech. Therefore, the tone 

errors badly affect the intelligibility and naturalness of the 

Mandarin EL speech. 

In this paper, we propose the combined framework including 

the statistical VC and the manual tone control (MTC) to 

address the problems that the tone errors occur in the 

continuous Mandarin EL speech. The contribution of this paper 

includes 1) the combined framework is proposed to enhance 

the continuous Mandarin EL speech 2) the proposed 

combination yields significant improvements in both 

naturalness and intelligibility of the enhanced Mandarin EL 

speech; 3) a comparison of GMM-based VC and CLDNN-

based VC is given to evaluate which method can better enhance 

the continuous Mandarin EL speech. 

II. MTC FOR CONTINUOUS MANDARIN EL SPEECH 

Figure 1 shows the MTC methodology for pronouncing the 

Mandarin EL speech with four tones. A speaker can achieve 

tone variation of continuous Mandarin EL speech by moving 

finger on the touch board of electro-larynx. Moving finger on 

the touch board can conveniently change the vibration 

frequency of the electro-larynx. The results of reference [11] 

illustrate that the Mandarin EL speech pronounced by handhold 

electro-larynx based on touch capacity technique performs 

excellent on single Chinese character and Chinese words. The 

intelligibility of Mandarin EL speech with variable tone (EL-

VT, pronounced by touch-capacity electro-larynx) is higher 

than that of Mandarin EL speech with fixed tone (EL-FT, 

pronounced by finger-pressed electro-larynx). Similarly, the 

speaker can also pronounce the continuous Mandarin EL 

speech using this kind of electro-larynx by MTC. However, the 

tone errors would occur in the continuous Mandarin EL speech, 

if speaker is not very familiar with this kind of electro-larynx, 

due to the tone variation of Mandarin speech has a great 

complicated rule.  

An example of acoustic characteristics of the continuous 

Mandarin EL speech is shown in Fig. 2. In EL-FT as shown in 

Fig. 2 (a), the pitch increases at the beginning of an utterance, 

it keeps horizontal straight, and then, it decreases at the end. 

This pitch pattern is usually generated by pressing the button at 

the beginning of EL speech production and releasing it at the 

end. Consequently, this EL-FT speech sample sounds "ni2 nar1 

bu1 shu1 fu1." On the other hand, in EL-VT as shown in Fig. 

2 (b), a more natural pitch pattern is generated by MTC. 

Consequently, this EL-VT speech sample sounds "ni3 nar3 bu4 

shu1 fu4", which is close to "ni2 nar3 bu4 shu1 fu0" of a natural 

Mandarin speech sample as shown in Fig. 2 (c), Note that a few 

tone errors are still observed in this EL-FT speech sample. This 

kind of tone errors easily occur in the continuous Mandarin EL 

speech due to complicated tone variations of continuous 

Mandarin speech, which are difficult to correctly produce by 

MTC. In addition, the first syllable of this utterance should be 

changed Tone2, because two syllables with Tone3 are right 

next to each other. The EL speech has no zero tone, therefore, 

in this paper we would not discuss the Tone0. 

III. PROPOSED FRAMEWORK COMBINING MTC AND 

STATISTICAL VC 

A. An Overall of the Combined Framework 

The proposed framework consists of the MTC and statistical 

VC shown in Fig. 3. This combination is different from the 

conventional methodology that the statistical VC is applied to 

enhance the intelligibility and naturalness of EL-FT. The EL-

VT generated using the handhold electro-larynx by MTC can 

extremely decrease the difficulty of the VC task, because the 

 
Fig. 1 Four Tones of Mandarin EL Speech (pronunciation of monosyllable 
“ma”) by MTC. The green line represents the Tone1; the blue line represents 

Tone2; the black line represents Tone3; the red line represents the Tone4. 

 

 
Fig. 2 Comparison of acoustic characteristic analysis for continuous 

Mandarin EL speech and normal speech. (a) EL-FT; (b) EL-VT; (c) normal 
speech. The top shows the pitch analysis, and the bottom shows the 

spectrogram analysis. 

 

 
Fig. 3 An overview of the combined framework including the MTC and 
statistical VC. This framework includes two parts: the pronunciation part 

and the speech enhancement part. The pronunciation part is responsible to 

generate the continuous Mandarin EL speech with four tones. The 
enhancement part is responsible to further improve the intelligibility and 

naturalness of the continuous Mandarin EL speech. 
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difference between EL-VT and normal speech is much smaller 

than the difference between El-FT and normal speech. 

B. GMM-based method 

During the training process of GMM-based VC, the t-th 

frame of the input segmental feature can be represented as X𝑡; 
the 2D-dimensional static and delta feature of the normal 

speech can be represented as Y𝑡 = [𝑦𝑡
𝑇 , ∆𝑦𝑡

𝑇]𝑇 , where the 𝑦𝑡
𝑇  

represents the D-dimensional static feature, and the ∆𝑦𝑡
𝑇 

represents the dynamic feature at frame t. The joint features can 

be represented as 𝑍𝑡 = [𝑋𝑡
𝑇 , 𝑌𝑡

𝑇]𝑇 , where the T denotes the 

transpose of the vector. 𝒩(𝑍𝑡; 𝜇𝑚
(𝑍), Σ𝑚

(𝑍)
) means that the joint 

𝑍𝑡 obeys the normal distribution, where the mean is 𝜇𝑚
(𝑍)

 and 

the variance is Σ𝑚
(𝑍)

. 𝜆(𝑍)  is the set including the mixture-

component weight 𝛼𝑚, mean and variance parameters of 𝑚-th 

mixture component. The mean and variance of 𝑚-th mixture 

component. During the conversion process, the parameters of 

GMM is calculated by Expectation-Maximization (EM) [27] 

algorithm.  

C. CLDNN-based method 

In the proposed combined framework, the CLDNN-based 

VC is implemented in replace of the GMM-based VC. For the 

inputs of the first CNN layer, a one-dimensional feature 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑛} at frame t is transformed into a two-dimensional 

feature by concatenating several preceding and succeeding 

frames to capture contextual information from the spectral 

envelope sequence of the Mandarin EL speech, which is 

essential to achieve the conversion from unnatural speech 

features into natural speech features in Mandarin EL speech 

enhancement. To add the original input feature vector at frame 

t through a skipped connection, dimension reduction is 

performed using a linear layer with outputs from the CNN 

layers. During the procedure in CNN layers, the random 

pooling function is used to get the active features in this paper. 

The pooling strategy is the non-overlapping max pooling. A 

pooling size of 3 is used for the first layer, and no pooling is 

done in the second layer of CNN. Then the resulting outputs 

are fed into the LSTM layers. The LSTM layers are used to 

model the dynamic characteristics of speech parameters. 

Finally, the fully connected layers are used to model nonlinear 

mappings of speech features between Mandarin EL speech and 

normal speech. 

During the training process, three CLDNNs are used to 

model the segmental feature (including MCEP and CodeAP), 

continuous log F0 and U/V symbols, separately. During the 

conversion process, the mel-cepstrum extracted from Mandarin 

EL speech is converted into U/V symbols, a continuous F0, the 

mel-cepstrum and the aperiodicities by separate CLDNNs. For 

F0, the estimated continuous F0 sequence is masked using the 

estimated U/V symbols. Finally, the converted acoustic 

features are used to generate the enhanced Mandarin EL speech. 

IV. EXPERIMENTAL EVALUATIONS 

In the proposed framework, the EL-FT and EL-VT are used 

to test the effect of enhancement. Besides, GMM-based VC 

and CLDNN-based VC are separately implemented in the 

proposed framework, and the results include GMM-FT, GMM-

VT, CLDNN-FT and CLDNN-VT. The objective and 

subjective evaluation are used to test the performance of 

proposed framework. During the procedure of enhancement, 

the sampling frequency was set 16000 Hz, logarithm F0 (log 

F0, 1 dimension), Mel-Cepstrum Parameter (MCEP, 25 

dimensions) and Code Aperiodic Parameter (CodeAP, 1 

dimension) are extracted by WORLD [28]. Besides, the 

unvoiced/voiced (U/V) symbols calculated according to the F0 

are also used to train the VC. In this paper, two conventional 

VC methods (GMM-based [21] and CLDNN-based [25]) are 

used to enhance the continuous Mandarin EL speech, 

separately. 

A. Experiment Conditions 

(1) Listeners 

In this paper, 10 Chinese listeners are enrolled. The average 

age of them are 25, where 5 of them are females and 5 of them 

are males. All of the listeners have good listening ability and 

they are all native Chinese Mandarin speakers. Pinyin with tone 

is written by listener according to his listening content. And the 

listener gave the MOS of intelligibility and naturalness 

according to the audio files. 

(2) Data Preparation 

In this paper, 250 utterances of EL-FT, 250 utterances of EL-

VT and 250 utterances of normal speech are recorded 

according to 250 utterances of daily speaking materials, where 

200 pairs of the speech are used to train VC and 50 utterances 

of Mandarin EL speech (including EL-FT and EL-VT) are used 

for statistical tests (including objective and subjective 

evaluations).  

(3) Objective Evaluation Conditions 

During the objective test, the Mel-Cepstrum Distortion 

(MCD) and root mean square error (RMSE) of CodeAP 

(CodeAP RMSE) are used to evaluate the segmental features; 

correlation coefficient of F0 (F0 CC), RMSE of log F0 (log F0 

RMSE) are used to evaluate the F0 pattern of enhanced speech. 

MCD can be calculated by (1) 

MCD[dB] =
10

𝑙𝑛10
√2∑ (𝑐𝑑 − 𝑐′𝑑)

224
𝑑=1                    (1) 

where 𝑐𝑑 is the MCEP of target speech, and 𝑐′𝑑 is the MCEP 

of predicted speech. The dimension of MCEP is set as 24 

during test. 

(4) Subjective Evaluation Conditions 

Listeners gave MOS for the intelligibility and naturalness of 

the Mandarin EL speech (including EL-FT and EL-VT), 

GMM-based enhanced speech (including GMM-FT and 

GMM-VT), and CLDNN-based enhanced speech (including 

CLDNN-FT and CLDNN-VT) according to their listening 

content. Please note that the sequence list of the audio is played 

randomly, and the listeners did not know the content of the 

audio previously. Moreover, the subjective evaluation is 

according to the MOS standard, where 5 means excellent; 4 

means good; 3 means common; 2 means poor and 1 means bad. 

B. Results of Objective Evaluation 

 (1) Evaluation Results of Acoustic Characteristic 
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Figure 4 (a) shows the enhancement effect of EL-FT 

converted by GMM-based VC. All tones except of the second 

syllable are modified to Tone4, the tone of the second syllable 

is correctly modified to Tone3. Figure 4 (b) shows the results 

of EL-VT enhanced by GMM-based VC. The enhancement 

effect of GMM-VT is better than GMM-FT. The results show 

that more tone has been correctly modified. Figure 4 (c) shows 

the results of EL-FT enhanced by CLDNN. Except of the 

fourth syllable, the other tones are all correct. Especially, the 

first tone has been correctly modified to Tone2. Figure 4 (d) 

shows the EL-VT enhanced by CLDNN. This result shows that 

all tones are modified correctly. The above results illustrate that 

the proposed framework including CLDNN-based VC and 

MTC has the best performance in application of enhancing the 

continuous Mandarin EL speech. 

(2) Evaluation Results of F0 Patterns 

Table I shows that two aspects of result can be obtained. 

Firstly, the voiced prediction accuracy of GMM-based VC is 

close to that of CLDNN-based VC. Secondly, the unvoiced 

prediction accuracy of CLDNN-based VC is better than that of 

GMM-based VC. 

Table II shows the log F0 RMSE and F0 CC of the converted 

speech. Obviously, the CLDNN-based VC performs better than 

GMM-based VC in enhancing the F0 of Mandarin EL speech. 

And the converted F0 of VT speech is better than that of FT 

speech. This is because the differences between EL-VT speech 

and normal speech are less than the differences between the 

EL-FT and normal speech. Combining the results in Table I 

and Table II, the results illustrate that the improvement would 

be limited by the difficulty of VC task. 

 (3) Evaluation Results of Segmental Features 

Table III shows the MCD and CodeAP RMSE of the test 

utterances. For the segmental features, the CLDNN-based VC 

outperforms the GMM-based VC. The above results of Table I, 

Table II and Table III have statistical significance. 

C. Results of Subjective Evaluation 

 (1) Evaluation Results of Tone Accuracy 

Table IV shows the statistical result that the Tone2, Tone3 

and Tone4 accuracy of EL-FT do no equal zero. Indeed, it is 

difficult to avoid that the listeners can correct the tone 

according to his listening content. The Tone1 accuracy of EL-

FT decreases, while the accuracy of other tones increases. 

Comparing with the EL-FT, for the GMM-FT, the accuracy of 

Tone2 and Tone3 increases, while the accuracy of other tones 

decreases. In addition, the average tone accuracy of the GMM-

FT increases nearby 10%. Comparing with the results of 

GMM-FT, the average tone accuracy of CLDNN-FT increases 

nearby 13%. In addition, the average tone accuracy of EL-VT 

is much higher than that of EL-FT. However, the average tone 

accuracy of GMM-VT is lower than that of EL-VT. The 

CLDNN-VT has the best average tone accuracy that the 

 
Fig. 4 Comparison of acoustic characteristic analysis for enhanced speech. 

(a) GMM-FT; (b) GMM-VT; (c) CLDNN-FT; (d) CLDNN-VT. 

Table I. U/V Analysis for continuous Mandarin EL speech 

based on different VC methods (%) 
Method U/V Type 𝑈𝑒𝑠𝑡 𝑉𝑒𝑠𝑡 

GMM-FT 
𝑈𝑡𝑎𝑟 75.93 24.07 

𝑉𝑡𝑎𝑟 2.64 97.36 

CLDNN-FT 
𝑈𝑡𝑎𝑟 81.94 18.06 

𝑉𝑡𝑎𝑟 3.99 96.01 

GMM-VT 
𝑈𝑡𝑎𝑟 78.70 21.30 

𝑉𝑡𝑎𝑟 3.40 96.60 

CLDNN-VT 
𝑈𝑡𝑎𝑟 80.25 19.75 

𝑉𝑡𝑎𝑟 3.39 96.61 

 

Table II. Objective Evaluations of Converted F0 pattern 
 F0 RMSE F0 CC 

GMM-FT 0.1779 0.6564 

CLDNN-FT 0.1778 0.6783 
GMM-VT 0.1569 0.7645 

CLDNN-VT 0.1564 0.8040 

 

Table III. Objective Evaluations of Segmental Features 
 MCD (dB) BAP RMSE (dB) 

GMM-FT 6.7285 4.5047 
CLDNN-FT 6.3702 4.5162 

GMM-VT 6.2311 4.3731 

CLDNN-VT 5.9153 4.3266 

 

Table IV. The tone accuracy of different VC-based 

unenhanced/enhanced continuous Mandarin EL speech (%) 
Speech Types Tone1 Tone2 Tone3 Tone4 Mean STD 

EL-FT 95.44 31.37 35.61 43.14 51.39 25.78 

GMM-FT 73.49 43.37 55.18 72.24 61.07 12.52 
CLDNN-FT 67.27 56.19 60.07 73.13 64.17 6.53 

EL-VT 88.64 68.49 57.00 87.20 75.33 13.46 
GMM-VT 81.15 57.27 68.21 79.25 71.47 9.57 

CLDNN-VT 78.00 70.07 78.52 85.33 77.98 5.41 
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accuracy arrives at 77.98%, which increases above 26% 

comparing with the EL-FT. This result illustrates that our 

proposed framework has a great performance in application of 

enhancing the continuous Mandarin EL speech. 

 (2) Evaluation Results of Word Error Rate 

Table V shows the WER of unenhanced/enhanced 

continuous Mandarin EL speech. The WER is calculated 

according to the comparison of listening and writing results 

from 10 listeners and the real content. Please note that the WER 

means the syllable error rate here, while it does not include the 

tone error. The WER of the EL-VT is higher than the WER of 

the EL-FT. Because the speech with wrong tone variation is 

more difficult understandable than the speech even with fixed 

tone. This is the typical characteristic of the tonal language. In 

addition, the statistical VC can effectively decrease the WER 

of the EL-VT, where the CLDNN-based VC performs better 

than the GMM-based VC. 

(3) Evaluation Results of Intelligibility and Naturalness 

Figure 5 shows the experimental results for the perceptual 

speech intelligibility of the test speech. Obviously, the 

difference between GMM-FT and CLDNN-FT is not 

significant. Moreover, the intelligibility of EL-FT speech is 

higher than the EL-VT speech because the variable tone error 

more easily misleads the listener. The intelligibility of GMM-

based enhanced speech is bit lower than continuous Mandarin 

EL speech. The CLDNN-VT speech have a higher 

intelligibility than the EL-VT. Apparently, the proposed 

framework including CLDNN-based VC and MTC can 

effectively improve the intelligibility of continuous Mandarin 

EL speech. 

Figure 6 shows the experimental results for the naturalness 

of the enhanced speech. The naturalness of EL-FT and EL-VT 

are close. The naturalness of CLDNN-based enhanced speech 

is higher than the GMM-based. The naturalness of continuous 

Mandarin EL speech enhanced only by MTC cannot be 

improved effectively. However, the proposed framework 

including MTC and statistical VC can improve the naturalness 

of EL-FT speech significantly. Moreover, the naturalness of 

enhanced speech with variable tone is higher than the enhanced 

speech with fixed tone. Another important point is what the 

proposed framework not only improved the tone accuracy but 

also decreased the WER makes the enhanced test speech more 

natural. Therefore, this point also plays an important role in 

enhancing the naturalness of the continuous Mandarin EL 

speech. However, the improvement for naturalness of EL-FT is 

limited by the tone accuracy. 

Combined the objective evaluation and subjective 

evaluation, the results illustrate the naturalness and 

intelligibility of continuous Mandarin EL speech can be 

improved by proposed framework. Higher the performance of 

the method is, better the effect would be. The CLDNN-based 

VC performs better than GMM-based VC in enhancing the 

continuous Mandarin EL speech. The improvement effect of 

the EL-VT speech is much better than the EL-FT speech. 

V. CONCLUSIONS 

In this paper, a novel framework combined the MTC and 

statistical VC is proposed to enhance the continuous Mandarin 

EL speech. The objective and subjective evaluations are 

designed to analyze the enhancement effect. The results 

illustrate that the proposed framework can effectively improve 

the intelligibility and naturalness of the continuous Mandarin 

EL speech. Especially, the average of tone accuracy has been 

improved nearby 27%. 

Table V. The statistical WER of unenhanced/enhanced 

continuous Mandarin EL speech 
Speech Types WER (%) STD 

EL-FT 6.74 0.0683 

GMM-FT 13.36 0.1148 
CLDNN-FT 10.11 0.1076 

EL-VT 11.35 0.0940 

GMM-VT 9.40 0.1093 
CLDNN-VT 7.69 0.0888 

 

 
Fig. 5 The intelligibility MOS of unenhanced/enhanced continuous 

Mandarin EL speech. In this figure, EL represents the intelligibility MOS 

of continuous Mandarin EL speech. GMM represents the intelligibility 
MOS of GMM-based enhanced continuous Mandarin EL speech. CLDNN 

represents the CLDNN-based. The black histogram represents the FT 

speech. The grey histogram represents the VT speech. Confidence interval 
is 95%. 

 

 
Fig. 6 The naturalness MOS of unenhanced/enhanced continuous Mandarin 
EL speech. In this figure, EL represents the naturalness MOS of continuous 

Mandarin EL speech. GMM represents the naturalness MOS of GMM-

based enhanced continuous Mandarin EL speech. CLDNN represents the 
CLDNN-based.  
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