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Abstract—In this paper, we present a stacked U-Net structure-
based speech enhancement algorithm with parameter reduction
and real-time processing. To significantly reduce the number of
network parameters, we propose a stacked structure in which
several shallow U-Nets with fewer convolutional layer channels
are cascaded. However, simply stacking the small-scale U-Nets
cannot sufficiently compensate for the performance loss caused
by the lack of parameters. To overcome this problem, we
propose a high-level feature transfer method that passes all
the multi-channel output features, which are obtained before
passing through the intermediate output layer, to the next stage.
Furthermore, our proposed model can process analysis frames
with short lengths because its downsampling and upsampling
blocks are much smaller than the conventional Wave U-Net
method; theses smaller layers make our proposed model suitable
for low-delay online processing. Experiments show that our
proposed method outperforms the conventional Wave U-Net
method on almost all objective measures and requires only 7.21%
of the network parameters when compared to the conventional
method. In addition, our model can be successfully implemented
in real time on both GPU and CPU environments.

I. INTRODUCTION

Speech enhancement, which attempts to obtain a clean
target speech signal in a noisy environment, plays a crucial
role in speech communications and voice-controlled interfaces
such as automatic speech recognition (ASR) [1], [2]. Re-
cently, deep learning-based speech enhancement methods have
demonstrated significantly improved performance compared to
conventional unsupervised statistics-based methods. However,
since deep learning-based methods require high computational
complexity and large amounts of memory, they are difficult to
implement on embedded devices, which normally have limited
capacity. In order to further expand application areas, it is
necessary to reduce the number of computations and memory
usage so that these methods can be processed using low-
capacity devices. However, it is very challenging to imple-
ment a neural network-based speech enhancement system that
achieves high performance on such a low-capacity device.

At an early stage of deep learning-based speech enhance-
ment, most methods attempted to estimate time-frequency
masking values using various types of network architectures
under supervised training frameworks [3], [4], [5], [6]. These
methods first estimated clean magnitudes by multiplying the
estimated masking values to noisy magnitudes, then recon-
structed enhanced time-domain signals using noisy phases
and inverse short-time Fourier transform (iSTFT). In other
words, they substituted only conventional statistics-based gain

estimation modules with neural network architectures, but their
frequency-domain processing frameworks, which use noisy
phase terms, remained unchanged. Signals reconstructed using
noisy phase terms are prone to distortion and generally have
low intelligibility.

To solve the problems caused by noisy phase terms, end-
to-end training methods that directly process the input of
raw time-domain waveforms have been proposed. SEGAN [7]
and Wave U-Net [8] are the most popular methods that
have implemented this strategy. Both methods use a U-Net
structure that can be trained in the end-to-end manner using
an encoder and a decoder module. The encoder generates
multi-scale features by gradually decreasing the input’s time
scales, i.e., downsampling, while increasing the number of
channels in the convolutional layers; the decoder generates
high-resolution signals by merging the generated features
with skip connections passed from the encoder module. Al-
though many researchers have studied and improved the U-Net
structure [9], [10], [11], [12], [13], these types of encoders
exponentially increase the number of channels as the the layer
depth increases, which significantly increases the number of
network parameters. Also, since the downsampling processes
halve the length of the input signals, it is necessary to use input
signals with long lengths to use the deep encoding layers. In
other words, this strategy is not suitable for implementing real-
time systems with low latency.

In this paper, we aim to drastically reduce the number
of parameters in the U-Net structure while maintaining the
quality of the enhanced speech signals. To reduce the number
of parameters, instead of using one large U-Net, we propose
a stacked U-Net that consists of several cascaded small-
scale U-Nets. Since each small-scale U-Net uses shallow
encoding and decoding layers, we can significantly reduce the
number of channels and network parameters. In addition, the
stacked U-Net structure generates high-resolution signals by
iteratively combining multi-scale features, which progressively
refines noisy signals through multiple encoding and decoding
processes. While the stacked structure has been already inves-
tigated for time-frequency domain speech enhancement [14],
[15], most implementations simply stacked the existing U-
Net structure without analysis of how effective the stacked
structure is when using the same number of layers as the single
U-Net structure, and how to connect each of the small-scale
U-Net to be the most effective.

In this paper, we investigate the efficient structure of the
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stacked U-Net by analyzing different connection methods and
different weights for intermediate supervisions. In addition,
we propose a high-level feature transfer (HFT) method that
transmits the well-analyzed outputs of former stages to the
next stage’s inputs, which gradually improves the performance
as the stages are stacked. The proposed HFT method transfers
multi-channel features generated before the previous stage’s
output layer to the next stage, rather than using a single-
channel signal in which the information is compressed due
to the intermediate output layer. Compared to various types of
connection methods, the proposed HFT method proves to be
the most effective for stacking.

The proposed stacked U-Net model also has the follow-
ing advantages. First, the conventional stacked U-Net ap-
proaches [15], [16] generally forcibly limit the performance
of each stage for progressive learning, in such a way as
using weighted loss. The proposed method enables progressive
learning through the HFT method as well as equal weighting
at each stage and does not forcibly limit the performance at
former stages. Therefore, if the user device has insufficient
capacity, we can further reduce the number of parameters and
complexity of the proposed model by disconnecting the latter
stages and using only the remaining former stages so that the
performance penalty is much less than that for conventional
approaches. In addition, the proposed model enables low-delay
online processing using short input signals.

II. RELATED WORK

Wave U-Net is an end-to-end source separation model that
directly utilizes time-domain signal as an input [8]. As shown
in the upper part of Fig. 1, Wave U-Net consists of an encoder,
a decoder, and skip connections that pass each layer’s encoder
output to the decoder module. The encoder and the decoder
include one-dimensional convolutional layers with downsam-
pling and upsampling blocks, respectively. The downsampling
blocks generate high-level features while gradually increasing
the number of channels, and the upsampling blocks generate
multi-resolution features and then combine these features with
features transferred over skip connections to predict the desired
high-resolution signals.

Stacked U-Net repeats the encoder and decoder processing
several times using a cascaded structure to gradually refine
input signals. Shah et al. [17] used this cascaded structure
for image segmentation to generate high-resolution pixel-level
images; this strategy resulted in higher performance than the
conventional U-Net structure with fewer parameters.

Deep SEGAN (DSEGAN) [16] is a multi-stage speech en-
hancement network based on SEGAN [7] that uses generative
adversarial networks for end-to-end time-domain speech en-
hancement. Each generator improves its predecessor’s output
to progressively refine noisy signals. However, this method
has inherent limitations because the network requires more
parameters and a great number of computations as the number
of stages increases due to the simple stacking of SEGAN
generators. PL-CRNN is a progressive learning framework that
uses convolutional recurrent neural networks (CRNNs) [15].

In order to reduce the number of parameters, this model used
multiple CRNN sub-nets [18] where the number of channels
is reduced and the LSTM layers share parameters with each
other. The progressive learning method and dense connections
that combine the outputs from different stages were used
to overcome the performance gap caused by the downsized
network.

However, both DSEGAN and PL-CRNN regulated the in-
fluence of each stage forcibly during the progressive learn-
ing stage. They gave different weights to each stage’s loss
value, and set the intermediate signal-to-noise ratio (SNR)
improvement level heuristically. Therefore, these models limit
the degree of performance improvement in each stage, which
makes it hard to flexibly control the number of stages when
used in the inference. To enhance the system’s flexibility in
response to device capacity, it is important to implement a
method for reliably adjusting the number of enhancement
stages.

III. PROPOSED SYSTEM DESCRIPTION

In this section, we describe the structure of the proposed
stacked U-Net, which comprises several small-scale U-Nets.
This algorithm drastically reduces the number of network pa-
rameters when compared to the baseline deep U-Net structure
such as that used in Wave U-Net. To further improve the per-
formance, we also propose a high-level feature transfer method
that transfers the multi-channel feature map output from the
previous stage to the next stage to minimize information loss.

A. Stacked U-Net structure

Fig. 1 shows the structure of Wave U-Net and our stacked
U-Net. Both models are similar in that the encoder halves
the feature map’s time step in each downsampling block, and
the decoder upsamples the feature map resolution using linear
interpolation in each upsampling block. However, the two
models are different because Wave U-Net has a single deep
U-Net structure but stacked U-Net has a structure in which
several shallow U-Nets are cascaded. In addition, Wave U-Net
uses 12 blocks in both the encoder and decoder but one stage
in stacked U-Net consists of smaller blocks. In this paper, we
set the total number of blocks to be equal to that of Wave
U-Net in order to provie a fair performance comparison. For
example, when using three U-Nets for stacked U-Net as shown
in Fig. 1, each encoder and decoder has four blocks for a total
of 24 blocks.

Table I provides a detailed comparison of the network
structures. Although the total number of blocks is the same,
the number of parameters required by stacked U-Net is much
smaller than that required by Wave U-Net because the number
of feature map channels is smaller due to the shallow U-Net
structure. In addition, we can greatly reduce the analysis frame
length because we only need a small number of downsampling
processes, which enables the implementation of a real-time
system with low delay. Note that Wave U-Net is not suitable
for low-delay real-time processing because of the large number
of downsampling blocks.
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Fig. 1. Illustration of Wave U-Net (top) and the proposed stacked U-Net model (bottom), which has three stages. © denotes a channel-wise concatenation.

To maximize the advantages of the stacked U-Net structure,
it is important to effectively transfer key information analyzed
in the previous stage to the next stage. We implement various
types of connection methods between two consecutive small-
scale U-Nets, and propose an optimal method that improves
the stacking efficiency.

B. High-level feature transfer

Most of the conventional stacked U-Net systems simply
pass the single-channel output from the previous stage to the
next stage’s input. However, the single-channel output, which
has been compressed from the multi-channel features in the
previous output layer, is reanalyzed back to the multi-channel
features in the next stage. This reanalysis is a redundant
process, and the previously well-analyzed information cannot
be fully utilized. In other words, we need a method that fully
utilizes the information analyzed in the previous stage.

In the baseline U-Net structure, the final multi-channel
features, which are generated before the output layer, have the
same length as the output signal. Therefore, it is beneficial
to pass these uncompressed high-level multi-channel features
directly to the next stage’s input because the features preserve
all the relevant information; this preservation reduces the next
stage’s burden. Even this setup, we are still able to obtain
the intermediate enhanced output at each stage by separately
applying the intermediate output layer. Additionally, the dense
connection is applied to the output layers to concatenate all of
the previous intermediate outputs and help generate the next
stage output.

IV. EXPERIMENTS

A. Data setup

All experiments are performed using the database [19],
which was made of Voice Bank corpus [20] and Diverse
Environments Multichannel Acoustic Noise Database (DE-
MAND) [21]. The database has been widely used in previous

TABLE I
STRUCTURAL COMPARISON OF WAVE U-NET AND THE PROPOSED

STACKED U-NET

Wave U-Net Stacked U-Net
Number of U-Nets 1 3

Number of blocks in one encoder 12 4
Total number of blocks 24 24
Channel increment per

24 16
downsampling block

Number of parameters 10.26 M 0.74 M

studies [7], [16]. The noisy database used for training was
created by mixing clean signals uttered by 28 speakers from
the Voice Bank corpus with ten different noise types (two
artificially generated noises and eight noises from DEMAND)
and four SNR values (15, 10, 5, and 0 dB). The entire training
set consists of 11,572 utterances, and among them, 1,000
randomly selected utterances were used for validation, while
the remaining 10,572 utterances were used for training.

The noisy database used for testing was created by mixing
clean signals uttered by two additional speakers from the Voice
Bank corpus with five unseen noises from DEMAND and
four SNR values (17.5, 12.5, 7.5, and 2.5 dB). The test set
consists of 824 utterances. All data were originally recorded
at a sampling frequency of 48 kHz, and we resampled them
to 16 kHz for processing.

B. Network setup

Our proposed network comprises three cascading U-Nets,
and each U-Net has four downsampling and upsampling
blocks. The kernel size of the 1-D convolutional layer is 15
for the downsampling blocks and bottleneck layer, 5 for the
upsampling blocks, and 1 for the output layer. The number of
channels starts at 16 and increases by 16 as the encoder layer
becomes deeper, and decreases by 16 in the decoder. Every
convolutional layer is followed by LeakyReLU activation
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Fig. 2. Conventional single-channel connection methods. (a) Model A:
baseline connection. (b) Model B: noisy connection. (c) Model C: dense
connection.

except the output layer, which is followed by hyperbolic
tangent activation. The structural differences from Wave U-
Net are specified in Table I. The network was trained with
a batch size of 16 using the Adam optimizer [22] with a
learning rate of 0.0001, and was initialized using the Glo-
rot normal initializer [23]. The input length to the network
was set to 16,384 samples to provide a fair comparison
with the baseline and 512 samples for low-delay real-time
processing. We added intermediate supervisions with MSE
losses between the intermediate outputs and the clean target
without needing to provide each stage with different weights:
L =

∑N
n=1

1
NMSE(y, ŷn), where y is the clean target speech,

ŷn is the intermediate output of the nth stage, and N is the
number of stages.

C. Model comparison

To determine the impact of the high-level feature transfer
method, we compared the proposed method with several
connection methods previously used for single-channel sig-
nals. Fig. 2(a) is a baseline method that simply concatenates
multiple U-Nets. The subsequent stage receives the previous
single-channel output as an input and sends it to the output
layer via skip connections. Fig. 2(b) transfers the noisy signal
to all of the stages’ output layers using skip connections to
provide raw information. Fig. 2(c) uses a dense connection
method that concatenates the noisy signal and entire previous
outputs; these concatenated features are then propagated to the
next stages’ input and output layer.

Table II and Fig. 3 present the compared performance of
Wave U-Net and various stacked U-Net models with different
connection methods. Our comparisons use five objective mea-
surements: composite measures for signal distortion (CSIG),
noise distortion (CBAK) and overall speech quality (COVL),
the perceptual evaluation of speech quality (PESQ), and seg-
mental SNR (SSNR)1. In Fig. 3, the x-axis represents the
stages’ index and the y-axis represents the score values. After
end-to-end training on the stacked U-Net consisting of three
stages, we measured the performance of the enhanced output at
each stage to ensure that the performance improved gradually.

1https://www.crcpress.com/downloads/K14513/K14513 CD Files.zip

Fig. 3. Performance comparison of several connection methods.

The baseline connection model (A) and noisy connection
model (B) exhibit low performance that does not gradually in-
crease when passing through the stages. The dense connection
model (C) aggregates the information at different stages and its
performance improves as it passes through the stages, but its
PESQ score is poor. The proposed HFT method outperforms
other connection methods on all objective measures and its
performance improves gradually. Transferring multi-channel
features rather than transferring a single-channel signal is
beneficial as it gives more various information to subsequent
networks and maximizes the stacking efficiency. In addition,
the proposed model is better than the conventional Wave U-
Net on all objective measures except SSNR while using only
7.21% of the parameters of Wave U-Net. Also, the inference
up to the second stage of the proposed model only requires
66.47% of the number of parameters and computations com-
pared to the inference up to the third stage, but the output
performance is only 1.33% lower. Therefore, when operating
on a device whose capacity is too low to use three stages,
the complexity can be greatly reduced using only two stages;
however, performance degradation is still relatively small.

D. Effect of the number of stages

In this section, we analyze the performance variation by
gradually increasing the number of stacked U-Net stages.
Fig. 4 presents the performance of the intermediate out-
puts obtained by stacking N stages. The proposed model
demonstrates the gradual performance improvement on all
performance-related scores until the fourth stage is stacked.
However, when stacking five stages, the performance of the
late outputs deteriorated. It seems that after stacking approxi-
mately 50 convolutional layers, the network becomes too deep,
which impedes the gradient flow.

The number of included stages will differ depending on the
user device’s computing level. When adapting to user devices,
there is no need to train all of the models separately, changing
the number of stages. The proposed stacked U-Net model can
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TABLE II
OBJECTIVE MEASURES OF THE PROPOSED MODELS AGAINST WAVE U-NET

Model CSIG CBAK COVL PESQ SSNR
Wave U-Net [24] 3.52 3.24 2.96 2.40 9.97

Stacked U-Net (Model A) 3.58 3.17 3.00 2.44 8.85
Stacked U-Net (Model B) 3.60 3.15 3.00 2.43 8.72
Stacked U-Net (Model C) 3.65 3.21 3.04 2.42 9.50

Stacked U-Net HFT (Proposed) 3.69 3.24 3.08 2.49 9.52
Stacked U-Net HFT (RT) 3.69 3.20 3.04 2.40 9.43

Fig. 4. Performance comparison according to the number of stages.

be trained up to four stages at once, and can be cut to the
required number of stages.

E. Effect of the weighted loss ratio

In this section, we analyze the performance variation in the
case that we assign different weighting values when calcu-
lating the intermediate supervision losses. The conventional
stacked U-Net approaches introduced weighted loss criteria
in each stage: L =

∑N
n=1 αnMSE(y, ŷn) [15], [16]. We

performed similar experiments that examine whether assigning
different weighting values truly benefits the final performance
in a progressive learning structure. The weight ratios of αn

were set to 1:2:4, 1:10:100 and the proposed 1:1:1, when∑N
n=1 αn = 1. As shown in Fig. 5, assigning a small weight to

former stages only reduced the performance of former outputs,
but also did not help to improve the final performance. As a
result, we assigned the same weights to all stages.

F. Real-time processing

We reduced the analysis frame length of the input signals to
32 ms (512 samples) to implement a real-time system with low
latency. To minimize discontinuity at the frame boundary, we
also apply a 50% overlap-and-add method using a Hanning
window in the inference. We measured a real-time factor
(RTF), which is defined as the ratio between the processing
time and the length of an input utterance [25]. The RTF was
0.19 when tested using Nvidia GeForce RTX 2080 Ti GPU
and 0.54 when tested using dual-core i5-7360U CPU, which

Fig. 5. Performance comparison according to the weight ratios.

confirms that our proposed model can be used in real-time
environments. Also, as shown in Table II, the performance of
the proposed real-time processing model (Stacked U-Net HFT
(RT)) is not significantly affected despite its inability to use
long contextual information.

V. CONCLUSION

In this paper, we proposed a stacked Wave U-Net model
with a progressive learning framework for speech enhance-
ment. Each stage’s U-Net architecture is designed to have a
small number of layers and channels such that the overall
number of network parameters can be drastically reduced. To
overcome the performance loss caused by parameter reduction,
we proposed a high-level feature transfer method that passes
multi-channel information from the previous stage’s output to
the next stage’s input. In addition, the system predicts the
intermediate enhanced outputs in the separately applied output
layers, and these predicted outputs are passed to the output
layers of the latter stages; this information provision helps
generate the next stage’s output by aggregating information
from the previous stages. Experimental results showed that our
proposed stacked Wave U-Net model successfully reduces the
number of network parameters and improves the enhancement
performance. Since the input signals’ frame length is fairly
small, our model is also suitable for real-time processing.
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