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Abstract—Recent researches show that convolutional neural
networks (CNN) can effectively enhance speech signal by mod-
eling its long-term dependence in time-domain. However, the
unscaled speech sequence length challenges the receptive field
of the convolutional speech enhancement system. This paper
proposes a plug-and-play bottleneck module named group multi-
scale (GMS) module to alleviate the receptive field craving
of convolutional neural networks. The GMS module adopts
Group-Communication fashion, where each feature group can
send messages to both adjacent groups and output features by
convolutional encoding. In this way, the series group forms a
sub temporal convolutional network (TCN) in a single residual
block, bringing several times the receptive field of the standard
bottleneck module. Experimental results on TIMIT datasets show
that the proposed module achieves 1.2 dB SI-SNR gain in the
TasNet framework compared with the baseline Con-TasNet.
Index Terms: speech enhancement, monaural, multi-scale,
group

I. INTRODUCTION

Speech enhancement [1][2], aiming to improve the in-
telligibility and quality of speech in the complex acoustic
environment, is always an active research topic in speech
processing. These technologies are widely used in computa-
tional auditory fields, such as automatic speech recognition
[3], telecommunications, online conference, hearing aid.

Recently, speech enhancement based on convolutional neu-
ral networks (CNN) [4] has made remarkable progress. There
are several advantages of parallel computing and stable train-
ing compared to RNN [5][6] and self-attention [7]-[9] based
methods. However, the limitation on their receptive field
introduces an upper bound to the modeling ability [10], corre-
sponding to models’ topology. To alleviate this limitation, most
works adopt short-term Fourier transform (STFT) to transform
the short-term speech sequences into frequency components
and model inter-frame dependencies. Although these means
are sufficient to process long sequences, they still introduce
the phase reconstruction problem [11][12], which leads to
distortion on estimated waveforms. In this case, some methods
are proposed to conquer this problem in time-domain, pointing
out the direction for the follow-up work.

There are two mainstream frameworks for waveform back-
bone. One is to use a temporal mask enabled front-end which
can be trained with the post-network jointly. The other is to
fit the regression function to reconstruct the pure waveform
directly. Most speech enhancement methods with the time-
domain audio separation network (TasNet) [13] framework

apply a stride convolution encoder-decoder to replace the
traditional STFT to build a high efficient speech separation
system. Unfortunately, the receptive field lacking problem [14]
is also occurred when they model the especially long-term
dependencies. Building models with U-net framework [15]
or sub U-net modules [16] can be the typical solution to
achieve substantial modeling length, which is benefited by
multi-scale modeling. However, the chessboard artifacts [17]
introduced by standard inverse convolution up-sampling would
depress sequential inference performance of these neural net-
work. Alternatively, temporal convolutional network (TCN)
[18]-[20] designs a stacked convolution layer with increasing
dilation rates to obtain the receptive field close to the U-net
series models instead of scaling. Since long sequence speech
modeling requires a sufficient receptive field, many dilated
modules[21] are stacked in such models, which can lead to
insufficient feature processing and redundant features.

This paper propose a novel group multi-scale (GMS) mod-
ule to extend the receptive field and encourage feature reuse
for TasNet framework. GMS module can introduce the multi-
scale and the features reuse attributes into the TCN backbone.
In GMS, the splitting operation along the channel dimension
divides the input features into several groups. Each group uses
the dilated convolution module to process the corresponding
scale features and identity path to avoid gradient vanish. The
series group forms a sub-TCN, making the GMS module have
a receptive field much larger than the traditional bottleneck
module. We equipped the proposed module in the TCN
module with an adaptive front-end like Conv-TasNet. As a
subsidiary research, the adaptability and performance gain
of the proposed module to deep separable convolution and
dense links is also explored. Experimental results show that
the proposed module has higher application priority than the
bottleneck module used by Conv-TasNet.

The rest of the paper is organized as follows.We introduce
the proposed Group Multi-Scale network in Section 2, describe
the experiment procedures in Section 3, analyze the experi-
ment results in Section 4, conclude this paper in Section 5.

II. SPEECH ENHANCEMENT WITH GROUP MULTI-SCALE
NETWORK

As shown in Fig. 1, the TasNet with GMS modules consists
of the following blocks: an encoder, a mask estimation system,
and a decoder. Firstly, the encoder block embeds the noisy
speech into corresponding feature maps into the hidden space
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Fig. 1. The architecture of TasNet with GMS modules.
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Fig. 2. Detail of GMS modules.

frame-by-frame. After that, these maps are feed into the mask
estimation system to generate a time-domain mask to enhance
waveform in hidden space. Finally, the decoder block estimates
clean waveform using the masked feature maps. In this section,
we describe the details of each block.

A. Encoder

We denote the noisy speech s ∈ R1×T . Then, the encoder
transform s into hidden representation X ∈ RN×L with frame
length L and frame count N . The encoder, a 1-D convolutional
layer, can be formulated as follow:

X = ReLU(s ∗W) (1)

where ∗ is the convolution operation, W is the weights with
P kernel size and stride Senc. After weighted layer, Rectified
Linear Unit (ReLU) is a nonlinear function applied to filter
out negative coefficient.

B. Mask estimation system

In mask estimation system, the non-negative features X are
firstly linear compressed by a bottleneck module, which is
composed of a global normalization layer (GLN) and a point-
wise 1D convolutional layer. Similarly, an extra bottleneck
layer is also applied to initialize the data flow in dense path.
After such processing, features are feed into K stacked GMS
modules.

fdes = Conv1D([d1,d2, ...,dk−1]), fres = Xk−1 (2)

where fdes ∈ RN×H/4 is the dense input, fres ∈ RN×H is the
residual input, Xk−1 is the residual feature of k − 1-th GMS
module and [d1,d2, ...,dk−1] is the concatenation of those
former dense features. The GMS module integrate both dense
and residual features by a 1D convolution:

f = h-Swish((GLN(Conv1D([fdes, fres]))) (3)

where f ∈ RN×M×H is the input of GMS conv with
channels M×H . A nonlinear activation function and a global
layer normalization operation are applied after 1-dimension
convolution. The nonlinear activation function is hard-swish:

h-Swish(x) = x
ReLU6(x+ 3)

6
(4)

After fusion, GMS module applies a group multi-scale oper-
ation to process the features. The operation is shown in Fig.
2(B). First, the features are split into M groups along the
channel dimension:

g1,g2, ...,gM = Group(f) (5)

where the group feature map gp ∈ RN×H ,p = 1, 2, ...,M
is the index of conv block and gM as the identity
mapping. M − 1 serial conv blocks with dilation rates
2k+0, 2k+1, 2k+2..., 2k+M−2 are applied to model the features
and specifically shown in Fig. 2(C).It is worth noting that
we set the dilation rate of p-th conv block as 2k+p−1 when
p ≤ 8 and 2k+p−9 when p > 8. In p-th conv block, a
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dilated standard 1-D convolution block and a dilated depth-
wise separable convolution is used to handle the feature np

from the p− 1-th conv block and the feature gp after a group
operation:

ip = dw-Conv1D(Conv1D([gp,np−1])) (6)

where ip ∈ RN×Cp is the output of conv block, and Cp =
H +Cp−1/2, C1 = H . Then, we divide ip into two feature
maps along the channels dimension: np ∈ RN×Cp/2 and
op ∈ RN×Cp/2. The feature maps op of M conv blocks are
concatenated as the out of GMS conv :

xg = [o1,o2, ...,oM−1,nM−1,gM ] (7)

where xg ∈ RN×C and C = (
∑M−1

p=1 Cp + Cp)/2 +H .
After GMS conv, an output gate is used to process xg

in Fig. 2(A). In the output gate, there are two parallel 1-D
convolutional blocks: one with a tanh activation function and
the other with a sigmoid activation function:

Xgms = tanh(Conv1D(xg))⊗ sigmoid(Conv1D(xg)) (8)

where xg ∈ RN×C and ⊗ denotes the Hadamard product. The
feature xg is fed to the dense branch and residual branch. In
the dense branch, xg is converted to dk by a 1-D convolutional
operation. And in the residual branch, xg is processed by
one-dimensional convolution layer and added with the identity
mapping Xk−1.

Xk = GLN(Conv1D(Xgms)+Xk−1), dk = Conv1D(Xgms)
(9)

Finally, the last GMS module’s output XK and the K
dense features are concatenated as the input of a 1-D convo-
lutional layer with GLN and PReLU nonlinear function. And
the output is passed to an output gate for estimating mask
M ∈ RN×L.

C. Decoder

In decoder, estimated speech ŝ ∈ R1×T is reconstructed by
a 1-D transposed convolution block:

ŝ = (M⊗X) ∗W′ (10)

where W′ is the weight matrix of the 1-D transposed convo-
lution block.

III. EXPERIMENTS

A. Datasets

We evaluated the GMS-Net on the TIMIT dataset [22]
and MUSAN-Noise-Free dataset [23]. The clean speech set
includes 6300 utterances from 630 speakers. The noise dataset
includes 600 kinds of noises. 80% of the clean speech set are
chosen for training, 10% for testing, and 10% for evaluating.
484 kinds of noise are chosen for training, 58 kinds for
testing, and 58 kinds for evaluating. The noisy speeches with
16384 sample points are generated by randomly selecting
utterances from different speakers in the clean speech dataset
and different noise samples in the noise dataset. They are
additive at random signal-to-noise ratios(SNR) between -10dB

TABLE I
HYPER PARAMETER SETTINGS.

symbol description value
L number of output channels in encoder 512
P kernel size of the encoder 17

Senc stride of the encoder 8
K numbers of GMS modules 16
H number of channels in residual feature 128
M number of groups 5

TABLE II
ABLATION STUDY RESULT.

system SI-SNR (dB) PESQ STOI (%) Parameters (M)
GMS-Net 15.21 3.06 92.94 8.1

GMS-Net-d 14.41 2.89 91.19 8.1
GMS-Net-dw 15.08 3.06 92.68 10.1

and 0dB. The generated dataset contains 5040, 630 and 630
utterances in the train/test/evaluation set. All the waveforms
are resampled at 8kHz.

B. Experiment Configurations

In the training stage, the networks with hyperparameters
shown in Table I. Each model are trained for 100 epochs on
2s long segments. The learning rate of Adam optimizer is
initialized to 1e-3. The learning rate will be halved if the score
of the training dataset is not increased in 3 consecutive epochs.

C. Training Objective

The objective of training the proposed network is maximiz-
ing the scale-invariant source-to-noise ratio (SI-SNR). SI-SNR
can be denoted as:

starget :=
〈x̂,x〉x
‖x‖2

enoise := x̂− starget

SI − SNR := 10 log10
‖starget‖2

‖enoise‖2

(11)

where x ∈ R1×T is and x̂ ∈ R1×T are the clean speech and
reconstructed speech, respectively and ‖x‖2 = 〈x, x〉 denotes
the power of x. Before the calculation, both of them are
normalized to zero mean. In the stage of training, utterance-
level permutation invariant training(uPIT) [24] is used to solve
the problem of source permutation.

D. Ablation Study

In the ablation study, different GMS-Net are trained 100
epochs to reflect the differences between different settings.
Table II shows the result of the ablation study on the test
noisy set with 0 dB SNR level. Mean SI-SNR, PESQ [25],
and STOI [26] on the evaluation dataset are selected as the
evaluation metric in this paper. We compare three settings of
GMS-Net: the entire model, the model without dilation rates,
and the model without depth-wise separable convolution. All
of these methods contain 16 GMS modules.
GMS-Net-d: In each GMS module, M blocks are stacked to
form a sub-TCN to improve the receptive field of GMS-Net. In
this experiment, the dilated depth-wise separable convolutional
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TABLE III
SYSTEM ENHANCEMENT PERFORMANCE COMPARISON

STUDY ON NOISY SET.

system SI-SNR (dB) PESQ STOI (%)
GMS-Net 15.21 3.06 92.94

Conv-TasNet 14.03 2.93 91.07
DPRNN 15.03 3.02 91.97

Wave-u-net 12.88 2.81 89.17
chimera++ 9.62 2.63 84.7

TasNet 13.24 2.79 89.38
IRM 13.45 3.20 92.99
IBM 13.32 2.88 90.64

layer is replaced by a standard depth-wise separable convolu-
tional layer, while other hyperparameters remain unchanged.
By comparing GMS-Net to GMS-Net without dilation rates,
we find that the dilated convolutional layer can provide 0.8dB,
0.17, and 1.75 gain on SI-SNR, PESQ, and STOI, respectively.
The result has shown that dilated convolutional layer can
effectively improve the quality of reconstructed speech.
GMS-Net-dw: The proposed model uses the depth-wise sepa-
rable convolution in each block to decrease the model size. In
the ablation study, we replace the dilated depth-wise separable
convolutional layer with a standard dilated convolutional layer
with the same dilation rates. Without depth-wise separable
convolution, GMS-Net has 0.13dB, 0.03, and 0.26 drop on
SI-SNR, PESQ, and STOI. The results show that deep-wise
separable convolution can improve the performance of GMS-
Net slightly and decrease the parameters of the model signif-
icantly.

From the results of these experiments, we can find the
differences between the three settings of GMS-Net. This
undoubtedly proves the effectiveness of our design.

E. Comparison of GMS-Net With Previous Methods

We compared the speech enhancement ability of GMS-Net
with previous methods using SI-SNR, PESQ, and STOI. Table
III shows the performance of GMS-Net and other advanced
methods on the TIMIT dataset. For all speech enhancement
systems, the results are based on the evaluation dataset. The
hyperparameters of different systems are set according to the
original papers.

The results show that the proposed model has a significant
gain over Conv-TasNet on all these three metrics. This proves
that GMS-Net has a larger receptive field than Conv-TasNet in
the TasNet framework. And GMS-Net has better performance
than ideal time-frequency magnitude masks, including the
ideal binary mask (IBM [27]), ideal ratio mask (IRM [28],
[29]). Also, GMS-Net has shown a significant improvement
over time-domain approaches like DPRNN, Wave-u-net, indi-
cating the higher application priority of GMS-Net.

IV. CONCLUSIONS

This paper proposes a GMS module to address the problem
of the receptive field in CNN architecture. At the same time,
this paper further explores the performance gain from the
combination of path and deep-wise separable convolution in

the GMS block. Our ablation experiments show that GMS
improved the TasNet sequence modeling capabilities from both
bottleneck module and connection design. In the future, we
hope to further explore the potential of GMS modules in
mobile speech enhancement systems with lightweight com-
putational costs and causal configuration.
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