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Abstract—It is difficult to construct a sharp sound image using
electro-dynamic loudspeakers (EDLs) due to wide directivity and
high reverberation. A parametric array loudspeaker (PAL) can
produce sharper directivity than an EDL due to the straight-
ness of ultrasound. Therefore, a sharp sound image can be
constructed with PALs. We previously proposed a sharp-sound-
image construction method involving multiple PALs in addition to
a conventional 22.2 surround sound system. Experimental results
indicated that this method can construct a sharp sound image
with high sound quality at any desired position in a horizontal
plane. However, the optimal arrangement of PALs is insufficient
in the horizontal and vertical planes. Therefore, we propose a
sharp-sound-image construction method that involves a multi-
channel sound system with two optimal PAL arrangements to
obtain more accurate sound localization. We conducted objective
and subjective experiments to evaluate the proposed method, and
the experimental results indicate the effectiveness of the method.

I. INTRODUCTION

Three-dimensional (3-D) sound-field reproduction systems
providing a high presence have attracted attention with the
popularization of 3-D content. Conventional systems, such
as channel-based systems [1], transaural systems [2], and
object-based systems [3], [4], [5], have commonly use electro-
dynamic loudspeakers (EDLs). In object-based systems, mul-
tiple audio objects are produced as sound images on the
basis of amplitude panning [4]. Amplitude panning makes it
possible to create sound fields through the arbitrary placement
of any number of loudspeakers. Apparent source width (ASW)
[6] is defined as the acoustical width of the sound source
that is perceived by a listener. A smaller ASW produces an
impression of a point-like source such as bees and birds. In
contrast, a larger ASW makes an impression of a diffuse sound
source such as rain and wind. Hence, a high presence can
be provided using ASW control. However, the sound image
constructed with EDLs is diffuse due to the reverberation
when constructing a sharp sound image. In this paper, we
focus on parametric array loudspeakers (PALs) [7]. A PAL
can produce sharper directivity than an EDL by using the
straightness of ultrasound. A PAL can construct a sharp sound
image because the listener is mostly hearing the direct sound
from the loudspeaker [8].

We previously proposed a sharp-sound-image construction
method [9] with high-precision sound localization and high
sound quality by combining a 22.2 surround sound system
[1], [10] with PALs. With this method, PALs are used to
create sharp sound images, and EDLs are used to reproduce
low-frequency sounds, which are difficult to reproduce with
PALs. The arrangement of the EDLs is also the same as
a 22.2 surround sound system. A 22.2 surround sound sys-
tem consists of EDLs with 22 regular channels and 2 low-
frequency effect (LFE) channels, which has been standardized
in ITU-R.BS.2051 [10] (Fig. 1). However, a sound image is
constructed using two PALs with this method [9]. Amplitude
panning was proposed for stereo sound systems with PALs
[11], [12]. Our previous method experimental results indicated
that this method [9] can construct a sharper sound image with
high sound quality at the desired position in a horizontal plane.
However, it is insufficient for the optimal PAL arrangement
in the horizontal and vertical planes. This suggests that the
performance of sound localization can be improved with
optimal PAL arrangements by considering the characteristics
of both EDLs and PALs.

We propose a sharp-sound-image construction method that
involves a multichannel sound system with two optimal PAL
arrangements. One arrangement (TRI-arrangement, where TRI
= triangle) is an optimal arrangement for both horizontal and
vertical planes. The other arrangement (RECT-arrangement,
where RECT = rectangle) is an optimal arrangement for the
horizontal plane. In the TRI-arrangement, the number of PALs
in the upper layer is reduced compared with the middle layer
so that the diagonal distance of the PALs is short. To improve
the performance of sound localization, we place more PALs
in the top layer in the RECT-arrangement. A preliminary
experiment confirmed the optimal PAL arrangement in the
horizontal plane and determines RECT-arrangement. In our
evaluation experiment, we confirmed the effectiveness of the
proposed method with these two arrangements.

II. CONVENTIONAL STEREO SOUND SYSTEM WITH PALS

A stereo system with two PALs was proposed for accurate
sound localization [11], [12]. Fig. 2 shows an overview of this
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Fig. 1: Loudspeaker arrangement in 22.2 surround sound
system.

conventional system. It renders a sound image by stereo ampli-
tude panning. Stereo amplitude panning controls the inter-aural
time difference (ITD) and inter-aural level difference (ILD) of
the observed signals by weighting the emitting signals of the
PALs [13], [14].

In Step 1 of Fig. 2, the PALs generate an amplitude
modulated (AM) wave. The AM wave is radiated into the air
at high sound pressure then self-demodulates to an audible
sound due to the nonlinearity of the air. The demodulated
sound inherits the straightness of ultrasound; therefore, the
PAL can produce sharp directivity and construct a sharp sound
image [8]. The AM wave is expressed as

uAM(t) = {1 + αs(t)}uC(t), (1)

where t denotes time, s(t) denotes the input signal, uAM(t)
denotes the AM wave, uC(t) denotes the carrier wave, and
α (0 < α ≤ 1) denotes the amplitude modulation factor.

In Step 2, the sound image is constructed at the desired
position by amplitude panning. The weighting factors for each
PAL are calculated on the basis of the positions of the listening
point and PALs. These factors can be indicated as

WL =
sin φ

2 + sin θ√
2(sin2 φ

2 + sin2 θ)
, (2)

WR =
sin φ

2 − sin θ√
2(sin2 φ

2 + sin2 θ)
, (3)

where WL and WR denote the gain factors for the left and
right channels, respectively, φ denotes the angle between the

Fig. 2: Conventional stereo sound system with two PALs.

two PALs, and θ denotes the angle between the listening point
and sound image. Then, from (1), (2), and (3), the emitting
signals of each PAL are expressed as

uL(t) =WLuAM(t), (4)
uR(t) =WRuAM(t), (5)

where uL(t) and uR(t) denote the emitting signals of the left
and right channels, respectively.

The sound observed at the listening point can be expressed
by the sum of demodulated sounds from each channel, which
can be indicated as:

yi(t) = D[gi,L(t), uL(t)] + D[gi,R(t), uR(t)], (6)

where yi(t) denotes the observed signal at the positions of each
ear, i (i ∈ {L,R}) denotes the index of the left and right ear,
gi,L(t) and gi,R(t) denote the impulse response between each
channel and each ear, and D[·, ·] denotes the self-demodulation
process of the AM wave emitted from the PAL.

In theory, the conventional system can construct a sharper
sound image at the desired position between two PALs.
However, the directivity of a PAL differs from that of an EDL;
therefore, it is necessary to set the loudspeakers in an optimal
arrangement when constructing a system using PALs.

III. PROPOSED SHARP-SOUND-IMAGE CONSTRUCTION
METHOD USING MULTICHANNEL SOUND SYSTEM WITH
OPTIMAL PARAMETRIC LOUDSPEAKER ARRANGEMENT

Fig. 5 shows an overview of the multichannel sound system
with the proposed method. The proposed method consists of N
(N ≤ 22) PALs and M (M ≤ 22) EDLs. The PALs are used
to construct the sound image. Low-frequency sound is difficult
to reproduce with PALs; thus EDLs are used for this. The
sound sources for low-frequency compensation are designed
by weighting the input signal in the frequency domain so that
the amplitude-frequency characteristic of the total perceived
sound becomes flat. This low-frequency compensation makes
it possible to achieve a high sound quality while constructing
sharp sound images at the desired position.

The proposed method uses two optimal PAL arrangements
for constructing a sound image in the front upper hemisphere,
i.e., TRI-arrangement and RECT-arrangement. As shown in
Fig. 3, the TRI-arrangement uses the same arrangement as in
a 22.2 surround sound system. The number of PALs in the
upper layer is reduced compared with the middle layer so that
the diagonal distance of the PALs is short. In TRI-arrangement,
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nearby PALs form a triangle. We increase the number of the
PALs in the top layer in the RECT-arrangement on the basis
of the results from a preliminary experiment. As shown in
Fig. 4, the RECT-arrangement uses the same arrangement in
both the top and middle layers as in the middle layer of a
22.2 surround sound system. PALs are placed more closely
together to improve the performance of sound localization in
the horizontal plane. In this arrangement, nearby PALs form
an approximate rectangle. The EDLs are arranged in the same
manner.

In Step 1 of Fig. 5, amplitude modulation is carried out
and the AM wave is generated, as shown in (1). In Step 2,
the sound image is constructed at the desired position using
multiple PALs that are closest to the desired sound image
position. When the sound image is constructed at the position
between two PALs, the signals are emitted from these two
PALs. In this case, the emitting signal for the first PAL u1(t)
can be calculated in the same manner as (4), and the emitting
signal for the other PAL u2(t) can be calculated in the same
manner as (5). In Step 3, the low-frequency compensation
sound sLPF(t) is designed by convolving the low-pass filter
with s(t). The sLPF(t) is expressed as

sLPF(t) = hLPFΩC
(t) ∗ s(t), (7)

where ∗ denotes the convolution operator, and hLPFΩC
(t)

denotes a low-pass filter, with cutoff frequency ΩC. In Step
4, the compensation sound is divided and emitted from M
EDLs. The sound images are then constructed at the desired
position with high sound quality. The emitting signals for the
EDLs can be expressed as

sm(t) = β
sLPF(t)√

M
, (8)

where sm(t) denotes the input signal for m-th (1 ≤ m ≤M)
EDLs, and β denotes the gain normalization parameter for the
PALs and EDLs and should be measured in advance to flatten
the power spectrum of the sound image. Finally, the sound
observed at the listening point is expressed as

yi(t) =

N∑
n=1

D[gi,n(t), un(t)] +
M∑

m=1

fi,m(t) ∗ sm(t). (9)

where fi,m(t) is the impulse response between m-th EDL and
each ear. Therefore, the proposed method can construct sharper
sound images at the desired position with high sound quality.

IV. PRELIMINARY EXPERIMENT FOR DETERMINING
OPTIMAL PAL ARRANGEMENT IN HORIZONTAL PLANE

With our previous method, a sound image is constructed
using two PALs. Therefore, it can be considered that the
positions of the PALs and distance between them affect
the sharpness of the sound image and accuracy of sound
localization. From studying the optimal arrangement of the
PALs, we carried out a preliminary experiment in the simplest
scenario, i.e., constructing a sound image in the horizontal
plane.

(a) Top layer (b) Middle layer (c) Overview

Fig. 3: TRI-arrangement.

(a) Top layer (b) Middle layer (c) Overview

Fig. 4: RECT-arrangement.

Fig. 5: Proposed method with 12 PALs and 22 EDLs.

A. Experimental Conditions

Table I lists the experimental conditions, and Table II lists
the equipment used in this preliminary experiment. Fig. 6
illustrate the loudspeaker arrangement and experimental con-
ditions of the preliminary experiment. We compared the sound
images constructed with two EDLs or PALs with the real
sound source at the sound image’s position in the horizontal
plane, as follows:

• REAL: Real sound source (a single EDL) is placed at the
position of the sound image in Fig. 6

• EDL-2CH: EDLs are placed in the loudspeaker positions
shown in Fig. 6

• PAL-2CH: PALs are placed in the loudspeaker positions
shown in Fig. 6

In Fig. 6, θS denotes the direction of the sound image, which
was set to 0–15 degs. in steps of 5 degs. in the preliminary
experiment, d denotes the distance between the loudspeaker
and listening point, which was set to 1.5, 1.9, and 2.5 m, and
φ denotes the angle between two loudspeakers, which was set
to 15–90 degs. in steps of 15 degs. The distance between two
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loudspeakers l can be calculated as

l = 2d sin
(φ
2

)
. (10)

The performance of sound localization was evaluated with
the ILD and ITD by comparing the real sound source and
sound images constructed from loudspeakers. The sharpness
of the sound image was also evaluated with inter-aural cross-
correlation (IACC) [15], [16]. The ILD is the difference in
the level of acoustic signals arriving at the left and right ears,
which is calculated as

ILD = 10 log10

∑K−1
k=0 s2O,L(k)∑K−1
k=0 s2O,R(k)

, (11)

where k denote time index, K denotes signal duration, and
sO,L(k) and sO,R(k) denote the signals observed at the left
and right ears, respectively. A larger ILD suggests that the
sound pressure difference is more significant between two ears
so that the sound image is easier to be perceived on the left.

The ITD is the time difference between the acoustic signals
arriving at the left and right ears and is calculated with the
IAC function (IACF) [16] as

ITD = arg max
τ

(IACF(τ)), (12)

IACF(τ) =

∑K−1
k=0 sO,L(k)sO,R(k + τ)√∑K−1
k=0 s2O,L(k)

∑K−1
k=0 s2O,R(k)

, (13)

where τ denotes the time index (|τ |×Ts ≤ 1.0×10−3). Here,
Ts denotes sampling period. A larger value of ITD means that
sound arrives quickly to the left ear than the right ear so that
the sound image is easier to be perceived on the left.

The IACC is the degree of correlation between the arrived
signals at the left and right ears, which is calculated as

IACC = max
τ

(IACF(τ)) ,

= IACF(ITD). (14)

A larger IACC means that the method can render a sharper
sound image.

TABLE I: Experimental conditions

Reverberation time (T60) 350 ms
Ambient noise level (LA) 37.8 dB

Sampling frequency 96 kHz
Carrier frequency 40 kHz

Quantization 32 bits
Sound source White noise (0–8 kHz, 3 s)

TABLE II: Experimental equipment
PAL MITSUBISHI, PS-50E
EDL FOSTEX, FE83En

Binaural microphone 3DIO, Free Space Pro II
Power amplifier for PAL YAMAHA, XM4180
Power amplifier for EDL YAMAHA, XMV8280

A/D converter RME, FIREFACE UFX
D/A converter RME, M-32DA

Fig. 6: Experimental loudspeaker arrangements for sharp
sound image in horizontal plane (top view).

B. Experimental Results

Figs. 7 and 8 show the results for the ILD and ITD in the
horizontal plane under each condition. The performance of
sound localization worsened as φ increased while d remained
invariant. It also worsened as d increased while φ remained
invariant. Considering the relationship among d, φ, and l as
shown in (10), a conclusion can be drawn that the performance
of sound localization worsens as l increases. From Fig. 7 (e),
the performance of sound localization was maintained when
l ≤ 1.3 m. Also, from Figs. 7 (b) and (d), it defused when l ≥
1.5 m. Therefore, we can have an experimental approximation
that a sharp sound image can be constructed with accurate
sound image localization when l ≤ 1.4 m. The PALs should
be placed in a narrower arrangement than the EDLs to achieve
an equivalent sound localization. This can be explained by the
narrow directivity of a PAL.

Fig. 9 shows the IACC in the horizontal plane under each
condition. The IACC of a PAL was larger than that of an
EDL under every condition. Therefore, PALs can construct
shaper sound images than EDLs. When the sound image is
constructed in the direction of a certain loudspeaker (θS = 0),
the IACC of a PAL reaches a higher level than that of an
EDL. This is because a PAL’s sharp directivity leads to low
reverberation. Different from sound localization, the sharpness
of a sound image does not show a significant relevance to the
loudspeaker arrangement when using PALs. The sharpness of
a sound image should be considered as an innate characteristic
of a PAL.

From these results, the optimal PAL arrangement in the hor-
izontal plane depends on the distance between loudspeakers.
A narrower arrangement can result in more accurate sound
localization, while sharpness has a very weak correlation with
the arrangement parameters we studied. It should be noted
that only one type of PAL was used in this experiment. When
using other PALs, the directivity, or radiation area should be
considered.

V. EVALUATION EXPERIMENTS FOR OPTIMAL PAL
ARRANGEMENT IN HORIZONTAL AND VERTICAL PLANES

In evaluation experiments, we evaluated the proposed
method regarding the sharpness of sound image and perfor-
mance of sound localization. The two optimal arrangements
of the proposed method were compared by experiments.
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(a) (1.5, 45, 1.1) (b) (1.5, 60, 1.5)

(c) (1.9, 30, 1.0) (d) (1.9, 45, 1.5)

(e) (2.5, 30, 1.3) (f) (2.5, 45, 1.9)

Fig. 7: Preliminary experimental results for ILD in horizontal
plane under each condition (d [m], φ [degs.], l [m]).

We consider constructing a sound image in the front upper
hemisphere, as a common scenario.

A. Experimental Conditions

Fig. 10 shows the TRI-arrangement, in which the top
and middle layers are in the same arrangement as in a
22.2 surround sound system. The diagonal distance of the
PALs is short in this arrangement. Fig. 11 shows the RECT-
arrangement, in which the top and middle layers are the
same as the middle layer of a 22.2 surround sound system.
The RECT-arrangement uses more loudspeakers than the TRI-
arrangement in the top layer. The upper loudspeakers are
placed more densely in the horizontal plane.

As shown in Figs. 10 and 11, we constructed sound images
with two PALs placed diagonally. The positions of sound
images can be decomposed into the horizontal and vertical
directions. The performance of sound localization of the
horizontal direction ψH,S was evaluated with the ILD and
ITD by comparing the real sound source and sound images
constructed with loudspeakers. The performance of sound
localization of the vertical direction ψV,S is difficult to evaluate
through an objective experiment, so we evaluated it through a
subjective experiment. The sharpness of the sound image was
also subjectively evaluated with the IACC.

In the objective experiment, we used white noise (0–8 kHz,

(a) (1.5, 45, 1.1) (b) (1.5, 60, 1.5)

(c) (1.9, 30, 1.0)
(d) (1.9, 45, 1.5).

(e) (2.5, 30, 1.3) (f) (2.5, 45, 1.9)

Fig. 8: Preliminary experimental results for ITD in horizontal
plane under each condition (d [m], φ [degs.], l [m]).

3 s) and a time-stretched pulse signal [17] (0–8 kHz, 4 s) as the
input signal. The other experimental conditions and equipment
were the same as those listed in Tables I and II. As shown in
Figs. 10 and 11, the position of sound image ψS was set to
0–40 degs. in steps of 5 degs.

In the subjective experiment, we let participants answer
their perceived direction of the sound image, and evaluate
the perceived sharpness of the sound image. The same input
signal, experimental conditions, and equipment were set the
same as those of the objective experiment. The sound image
was presented twice in random order of three positions (po-
sitions of each loudspeaker, midpoint of two loudspeakers).
The sharpness of the sound image was evaluated using mean
opinion score (MOS) [18]. The real sound source was set
as a reference and it has a standard score of 3. Table III
shows the MOS score for the sharpness of the sound image
constructed by loudspeakers with TRI-arrangement and RECT-
arrangement.
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(a) (1.5, 45, 1.1) (b) (1.5, 60, 1.5)

(c) (1.9, 30, 1.0) (d) (1.9, 45, 1.5)

(e) (2.5, 30, 1.3) (f) (2.5, 45, 1.9)

Fig. 9: Preliminary experimental results for IACC in horizontal
plane under each condition (d [m], φ [degs.], l [m]).

TABLE III: MOS score for sharpness of sound image

Sharpness of sound image Score
Much sharper 5

Slightly sharper 4
About the Same 3

Slightly lack sharpness 2
Lack sharpness 1

B. Experimental Results from Objective Evaluation in Hori-
zontal Plane

In the objective experiments, the ILD and ITD were mea-
sured to evaluate sound localization performance in the hor-
izontal plane. Fig. 12 shows the experimental results for the
ILD, and Fig. 13 shows those for the ITD. The IACC was
measured to evaluate the sharpness of the sound image in the
horizontal plane, and those results are shown in Fig. 14.

From Figs. 12 and 13, the RECT-arrangement showed better
performance for sound localization in the horizontal plane of
PALs than the TRI-arrangement. A more significant difference
of ILDs can be noticed between constructing a sound image
in front (ψH,S is small) and constructing a sound image on

(a) Top layer (b) Middle layer

(c) Overview
(d) Relationship between loud-
speakers and sound images

Fig. 10: Experiment arrangement of loudspeakers (TRI-
arrangement).

(a) Top layer (b) Middle layer

(c) Overview
(d) Relationship between loud-
speakers and sound images

Fig. 11: Experiment arrangement of loudspeakers (RECT-
arrangement).

the side (ψH,S is large) when using the RECT-arrangement.
Therefore, it can be considered that the RECT-arrangement
can provide a marked perception of direction. From Fig. 14,
PAL can construct a sharp sound image in both arrangements.
Since the real sound source is an omnidirectional EDL, it is
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(a) with TRI-arrangement (b) with RECT-arrangement

Fig. 12: ILD results on experiment for direction in horizontal
plane.

(a) with TRI-arrangement (b) with RECT-arrangement

Fig. 13: ITD results on experiment for direction in horizontal
plane.

(a) with TRI-arrangement (b) with RECT-arrangement

Fig. 14: IACC results on experiment for sharp sound image
in horizontal plane.

reasonable to obtain a sharper sound image with PALs than
the real sound source. These results indicate that the RECT-
arrangement is the optimal arrangement considering only the
horizontal plane.

C. Experimental Results from Subjective Evaluation in Hori-
zontal and Vertical Planes

Fig. 15 shows the experimental results of direction percep-
tion with each arrangement, and Table IV shows the overall
correct answer rate of the direction perception with each
system. Fig. 16 shows the experimental results of the sharpness
perception with each arrangement.

From Fig. 15, the TRI-arrangement was better in perfor-
mance of sound localization in the horizontal and vertical

TABLE IV: Overall correct answer rate for sound images in
vertical plane

Condition Correct answer rate [%]
EDL-2CH-TRI 72.9
PAL-2CH-TRI 70.8

EDL-2CH-RECT 93.8
PAL-2CH-RECT 64.6

(a) with EDL-2CH-TRI (b) with PAL-2CH-TRI

(c) with EDL-2CH-RECT (d) with PAL-2CH-RECT

Fig. 15: Perceived direction of sound image in horizontal and
vertical planes.

(a) with TRI-arrangement (b) with RECT-arrangement

Fig. 16: Perception results for sharp sound image in horizontal
and vertical planes.

planes than the RECT-arrangement. This is because the dis-
tance between the loudspeakers in the TRI-arrangement (l =
1.4 m) meets the condition of the optimal arrangement derived
in Section IV-B. From Table IV, the RECT-arrangement with
EDL shows the highest performance. This is because EDL
can construct a sound image in both arrangements. Also, it
is easy for participants to answer because the distance of
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sound image construction positions in the RECT-arrangement
is longer than the TRI-arrangement. From Fig. 16, a PAL
can construct a sharp sound image in both arrangements.
These results indicate that the TRI-arrangement is the optimal
arrangement considering both horizontal and vertical planes.

D. Summary and Discussion

In the evaluation experiments, we compared the TRI-
arrangement and RECT-arrangement. The sharpness of the
sound image and sound localization performance were eval-
uated with objective metrics and subjective perception. The
experimental results indicate that the RECT-arrangement can
produce more accurate sound localization and construct a
sharper sound image than the TRI-arrangement considering the
horizontal plane. The subjective perception results indicate that
the TRI-arrangement can produce more accurate sound local-
ization than the RECT-arrangement considering both horizon-
tal and vertical planes. Though RECT-arrangement uses more
PALs than the TRI-arrangement, as shown in Figs. 10 and 11,
the distance between the PALs, which are placed diagonally l
is larger than that in the TRI-arrangement. We confirmed that
the TRI-arrangement is the optimal arrangement considering
both horizontal and vertical planes, and the RECT-arrangement
is the optimal arrangement considering only the horizontal
plane.

VI. CONCLUSIONS

We proposed a sharp-sound-image construction using a
multichannel sound system with two optimal arrangements
of the PALs. With the proposed method, PALs are used to
create a sharp sound image, and EDLs are used to reproduce
the low-frequency sounds which are difficult for the PALs to
reproduce. We also investigated the optimal arrangement of
PALs and introduced two arrangements: TRI-arrangement and
RECT-arrangement. We confirmed that the TRI-arrangement
is the optimal arrangement considering both horizontal and
vertical planes, and the RECT-arrangement is the optimal
arrangement considering only the horizontal plane. In the
future, we will study the ASW control by using PALs and
EDLs to provide more higher presence. For example, we can
consider using two-way speakers that use a PAL as a tweeter
and EDL as a woofer.
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