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Abstract—In this paper, we introduce an experimental study Noise sourg

on an optimal filter of a feedforward active noise control (ANC)
system based on the analysis of a frequency response. The
feedforward ANC system reduces the unwanted noise by using a
noise control filter based on an adaptive digital filter. The optimal
noise control filter is determined by the transfer functions of each
acoustic path including microphones and loudspeaker. However,
this optimal filter is a noncausal filter and cannot be used in
the ANC system. In this paper, the analysis of the optimal filter
of the feedforward ANC system is introduced. Analytical results Fig. 1: Structure of basic feedforward ANC system.
show that the optimal filter has a frequency characteristic similar

to that of the adaptive noise control filter and the noncausal

components mainly exist at low frequencies below the resonance . . . . .

of the secondary loudspeaker. Also, two adjustments of the evaluate the noise reduction ability of the adjusted optimal
optimal filter are introduced to use the optimal filter in the ANC filter.

system. Simulation results show that the adjusted filter without

the noncausal component has a frequency response similar to 1. FEEDFORWARD ACTIVE NOISE CONTROL SYSTEM AND
that of the original optimal filter. Also, the simulation results ITS OPTIMAL FILTER

show that the adjusted optimal filter can reduce the unwanted
noise when using it as fixed noise control filter.
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A. Feedforward active noise control system

The feedforward ANC system has a noise control filter that
I. INTRODUCTION minimizes the error signal obtained at the error microphone.
The block diagram of the feedforward ANC system is shown

of the solutions for noise problems [1]-[6]. ANC systems are in Fig. 2. In Fig. 2, P is' the primary p?th between the noise
classified into the adaptive feedforward and feedback systems ~Source and the error microphone, R is the reference path
[1]-[6]. In this paper, we focus on the feedforward ANC between the noise source and the reference microphone, S
system. The structure of the basic feedforward ANC system is is the secon.dary path betw.een the s.econdary loudspeaker qu
shown in Fig. 1. The feedforward ANC system consists of a the error microphone, W is the noise control filter, and S' is
reference microphone, an error microphone, and a secondary the secondary path model. ‘

loudspeaker. In many cases, the feedforward ANC system uses The unwanted noise v(n) reaches the reference microphone
an adaptive digital filter [7] and the filtered-x least-mean- through the reference path. Then, the noise control filter w(n)

square (FXLMS) or filtered-x normalized LMS (FxNLMS) is updated USinzf% the reference signal. (n) piclfed up by
algorithm [8], [9] is widely used as the update algorithm of the reference microphone. After updating the noise control
the noise control filter. filter w(n), antinoise y'(n) is emitted from the secondary

In theory, the optimal filter is determined by using transfer loudspeaker to reduce the unwanted noise d(n) passing along
functions of the primary, reference, and secondary paths [1], the primary path. Here, the error signal e(n) obtained at the
[2], [4]-[6]. In theory, this optimal filter can completely cancel error microphone is represented by
Fhe unwanted noise. Howeverj this optimal filter cannot be used e(n) = d(n) — ys(n), 1)
in the ANC system because it is a noncausal filter because of
the nonminimum phase characteristics of each path.

In this paper, the analysis of the optimal filter of the feedfor-
ward AN(; sy'stemlis introduced. Tgefanalysis is l(ionduct.ed.to ys(n) = sT(n)y(n), )
compare the impulse responses and frequency characteristics T

. . . = 3
of both the optimal and adaptive noise control filters. Also, two y(n) = w(n)x(n), )
adjustments of the optimal filter are introduced to use this filter ~where s(n) is the impulse response of the secondary path,
in the ANC system. The computer simulation is conducted to T is the transpose operator, y(n) is the antinoise vector, and

The feedforward active noise control (ANC) system is one

where n is the time index. yg(n) is the antinoise emitted from
the secondary loudspeaker and is represented as
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Fig. 2: Block diagram of basic feedforward ANC system.

x(n) is the reference signal vector. To update the noise control
filter w(n), the FXLMS and FxXNLMS algorithms [8], [9] are
widely used. The update equation for the FXNLMS algorithm
is represented by

— win ae(n)xg(n)
M R e
zg(n) = 8T (n)x(n), (@)

where zg(n) and xg(n) are the filtered reference signal and
its vector, respectively, || - || denotes the I norm, « is the step
size parameter (0 < o < 2), (3 is the regularization parameter
with a small positive value, and §(n) is the impulse response
vector of the secondary path model.

B. Optimal noise control filter

The z transform of the error signal is represented as
E(z) = D(2) — Ys(2), (6)

where E(z), D(z), and Ys(z) are the z transforms of e(n),
d(n), and ys(n), respectively. From (6), the optimal noise

control filter Wy (2) can be obtained when F(z) = 0 and
is represented by
P(z)
W = 7
o) = ZH5E)" @

where P(z), R(z), and S(z) are the transfer functions of the
primary, reference, and secondary paths, respectively [2], [4],
[5]'. In general, the optimal filter Wo(z) is a noncausal filter
because the acoustic path is generally a nonminimum phase
system [5]. Hence, the optimal filter cannot be used directly
in the ANC system.

ITII. ANALYSIS OF OPTIMAL FILTER

In this section, the optimal filter is analyzed in the frequency
domain using the frequency responses of each path and two
analyses are conducted. The first analysis is a comparison
of the optimal filter and each path. The second one is a
comparison of the optimal filter and adaptive nose control
filter. Their frequency responses were obtained from the
measured impulse responses. Measurement conditions and the
arrangement of the equipment are shown in Table I and Fig. 3,

'In general, the optimal filter depends on not only the transfer functions
but also the unwanted noise [2], [4], [5], we assume that the unwanted noise
is the white noise to simplify the discussion.
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TABLE 1. Measurement conditions for identification of im-
pulse responses.

Input signal White noise

Sampling frequency 8000 Hz
Frequency range 0 - 2000 Hz
Duration of input signal 30s
Tap length of primary path P 300
Tap length of reference path R 300

Tap length of secondary path S 300
Update algorithm of adaptive filter =~ NLMS algorithm
Step size parameter 0.01
Regularization parameter 1.0 X 107°

3.24m

Soundproof room
>Height: 2.2 m
>Reverberation time: 100 ms

Noise source
(YAMAHA MSR400) .
7 1.26m

Secondary source
(YAMAHA, MsP3)  1.5m

02 m\
' &
-~ Error microphone
(Sony, ECM-90BC)

" Reference microphone
(Sony, ECM-90BC)

2.32m

Fig. 3: Arrangement of measurement equipment.
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Fig. 4: Implementation of identification system.

respectively. The identification system was implemented as
shown in Fig. 4. The impulse and frequency responses of each
path are shown in Figs. 5, 6, and 7, respectively. In Figs. 6
and 7, the frequency responses were obtained by 8192-point
discrete Fourier transform (DFT).

A. Analysis 1: optimal filter and each path

The optimal filter under this condition was obtained from
the frequency responses shown in Figs. 6 and 7 with 8192-
point DFT, i.e.,

Wo(w) = z—o— ®)

where P(w), R(w), and S(w) are the frequency responses
of the primary, reference, and secondary paths, respectively,
and w is the angular frequency. The impulse and frequency
responses of the optimal filter are shown in Fig. 8. From Fig. 8,
it can be seen that the optimal filter is a noncausal filter. Also,
it can be seen that the amplitude of the frequency response is
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Fig. 7: Frequency—phase characteristics of each path.

very large and the phase increases at low frequencies. Hence,
the optimal filter cannot be used in the ANC system.

The frequency response of the optimal filter can be sepa-
rated as

r

1

(w
R(w) S(w)’
The frequency responses P(w)/R(w) and 1/S(w) are shown
in Fig. 9. As seen in Fig. 9, the amplitude characteristic of the
optimal filter is similar to that of 1/S(w) at low frequencies.
In this analysis, the large amplitude of 1/S(w) is related to
the resonance of the secondary loudspeaker, whose resonance
frequency is about 100 Hz. Hence, it can be considered that the
low-frequency response of the optimal filter mainly consists
of the inverse of the secondary path. Also, it is difficult to

~

Wo(w) = (€))

use the optimal filter in the ANC system without adjusting
the low-frequency response.

B. Analysis 2: optimal and adaptive filters

The noise control filter obtained using the adaptive filter
is updated by the FXNLMS algorithm with the tap length of
1024, step size of 0.01, regularization parameter of 1.0 x 1072,
and 1,416,000 updates. The characteristics of the adaptive
noise control filter are shown in Fig. 10. In Fig. 10, the
frequency responses of both optimal and adaptive noise control
filters are found to be similar to each other above 100 Hz. This
implies that the optimal noise control filter has the capability
to reduce unwanted noise via the ANC system by adjusting
the low-frequency characteristic.
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Fig. 8: Characteristics of optimal filter.
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Fig. 9: Characteristics of P(w)/R(w) and 1/5(w).
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C. Ideas for adjustment of optimal filter

From the results shown above, it can be considered that
there is the capability of the ANC system using the optimal
filter by adjusting the frequency response at low frequencies.
Here, two adjustment methods for the optimal filter are shown
2

The first method is to use a high-pass filter, as shown as
Wo a1(w) = Hupr(w)Wo(w), (10)

where Hypr(w) is the frequency response of the high-pass
filter. Here, the high-pass filter should have a small time
delay to satisfy the causality constraint [10], [11]. By using
Hypr(w), the noncausal components at low frequencies are
suppressed and the optimal filter becomes similar to the causal
filter. The second method is to replace the frequency response
of the optimal filter into P(w)/R(w), as shown as
P(w

%, lw] < we,
Wo(w), |w| > we.

Wo,a2(w) =1 (11)

As shown in subsection III-A, the optimal filter contains both
P(w)/R(w) and 1/S(w) and the time delay of P(w)/R(w) is
smaller than that of Hypr(w)Wo(w). Hence, this modification
can prevent the large time delay. In the following section, the

2In general, the adjustment of the frequency response should be conducted
through some mathematical or optimization approach. However, the adjust-
ment method shown in this paper is very simple so that the capability of the
adjusted optimal filter is shown.

noise reduction ability of each adjusted filter is shown. Also,
from here after, the adjusted optimal filters Wo a1(w) and
Wo,a2(w) are denoted as adjusted optimal filter 1 and adjusted
optimal filter2, respectively.

IV. COMPUTER SIMULATION OF NOISE REDUCTION

The computer simulations were conducted to evaluate the
adjusted optimal filter in terms of the frequency characteristics
and noise reduction ability. In the simulations, the optimal
filter was designed with 8192-point DFT. The primary, refer-
ence, and secondary paths are the same as shown in Section IIL
Also, the high-pass filter was designed as the second-order 1IR
filter with the Butterworth characteristic. The cutoff frequency
was set to 100 Hz. Hereafter, the adjusted optimal filters (10)
and (11) are denoted as adjusted filters 1 and 2, respectively.

The adjusted optimal filters are shown in Figs. 11 and 12,
respectively. In Figs. 11 and 12, the characteristics of these
adjusted optimal filters above 100 Hz are the same as that
of the optimal filter without any adjustments. However, these
adjusted optimal filters have small noncausal components and
they should be replaced with zero. Moreover, the lengths of
the causal components are too large to finish the operation
in the sampling period, and they are reduced by the window
function shown as

27n
A 0.5 — 0.5 cos (T) , N>n>0,
0, n <0,

12)

where N is the tap length of the noise control filter. In
the simulations, N is set to 1024. The characteristics of the
adjusted filters with the window function are shown in Figs. 13
and 14. It can be seen from Figs. 13 and 14 that these
characteristics are different from those of the optimal filter
without any adjustments, particularly the phase characteristic.
However, these adjusted filters are the causal filter and are
used in the following simulation.

The adjusted optimal filters were evaluated in terms of the
time waveform, the amount of noise reduction, and frequency
spectra. The amount of noise reduction is defined as
ZNRdfl d2(n _ m)

m=0

Sy e —m)’

m=0

Reduction(n) = 10log;,

13)
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TABLE II: Simulation conditions.

Unwanted noise

White noise

Sampling frequency 8000 Hz
Frequency range 0 - 2000 Hz
Tap length of primary path P 300
Tap length of reference path R 300
Tap length of secondary path S 300
Tap length of secondary path model S 300
Tap length of noise control filter W 1024
Update algorithm of adaptive filter FXxNLMS algorithm
Step size parameter a 0.01
Regularization parameter 3 1.0 x 107°

where Nrgq is the number of samples to calculate of (13) and
Reduction(n) was calculated for every Ngq sample. The
simulation conditions for the evaluation of the noise reduction
ability are shown in Table II. To enable a comparison with the
adaptive-filter-based ANC system shown in Fig. 2, the noise
reduction ability of the basic ANC system is also evaluated.
The error signals, amounts of noise reduction, and frequency
spectra for each filter are shown in Figs. 15 and 16. From
Figs. 15 and 16, we see that the adjusted optimal filters 1
and 2 can reduce the unwanted noise by about 6 dB and
10 dB, respectively. However, the amounts of noise reduction
with both filters are smaller than that with the adaptive ANC
system.

To show the reason behind these results, the frequency
responses of the adjusted optimal filters and the adaptive
noise control filter are shown in Figs. 17 and 18. The phase
characteristics of the adjusted optimal filters are different
from those of the adaptive noise control filter, although their
amplitude characteristics are almost the same. In other words,
it can be considered that additional adjustment for the phase
characteristic should be incorporated. However, both adjusted
optimal filters can reduce the unwanted noise to some extent,
and thus, they can be used as fixed filters.

V. CONCLUSION

In this paper, the analysis of the optimal filter of the
feedfoward ANC system was introduced. The analysis based
on the measured frequency responses showed that the non-
causal components of the optimal filter mainly exist below the
resonance of the secondary loudspeaker. Also, two adjustments

(b) Frequency—amplitude characteristic
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10: Characteristics of noise control filter (adaptive filter).

of the optimal filter were introduced for using this filter in
the ANC system. The adjustment in the frequency domain
resulted in the adjustment of the optimal filter so that this filter
could be used in a ANC system. Simulation results of noise
reduction showed that the adjusted filter without any noncausal
component exhibits a frequency response similar to that of the
original optimal filter. Also, the simulation results showed that
the adjusted optimal filter can reduce the unwanted noise to
some extent when using it as fixed noise control filter. In the
future, the adjustment method for the phase characteristic will
be developed to improve the ability of noise reduction.
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Fig. 14: Characteristics of adjusted optimal filter 2 with window function.
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Fig. 15: Amount of noise reduction (adjusted optimal filter 1).
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Fig. 16: Amount of noise reduction (adjusted optimal filter 2).
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Fig. 17: Results for the adjusted optimal filter 1 and adaptive noise control filter.

50
— Adaptive NCF
—Adjusted optimal NCF 1
0.2 _
)
o =
3 =
2 o)
£ — E
E =
< £
<
-0.2
-0.4 - - -50
200 400 600 800 1000 0
Time index
(a) Impulse response
0.4 50
— Adaptive NCF
—Adjusted optimal NCF 2
0.2 _
)
o =
= —
E] 3
:é_ 0 bt E] 0-
< £
<
-0.2
-0.4 -50

200 400 600 800 1000
Time index

(a) Impulse response

— Adaptive NCF
—— Adjusted optimal NCF 2

500 1000 1500 2000

Frequency [Hz]

(b) Frequency—amplitude characteristic

Phase [rad]

— Adaptive NCF
0- — Adjusted optimal NCF 2

500 1000 1500 2000
Frequency [Hz]

(c) Frequency—phase characteristic

Fig. 18: Results for the adjusted optimal filter 2 and adaptive noise control filter.
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