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Abstract—In this paper, we present a method for high-quality
single image 3D facial shape reconstruction with robust albedo
estimation by using a prior face model. Motivated by the state-
of-the-art methods for single image-based face reconstruction
using the Shape from Shading (SfS), we develop a 3D facial
recovery framework with innovative components. Specifically,
rather than using the mean albedo, we use an optimized albedo
of the 3D Morphable Model (3DMM) as a prior albedo model.
In addition, we develop a robust weighting method based on
the chromaticity of input and back-projected images. Combining
these approaches produces a more robust albedo estimation
which directly enhances the result of the SfS process. By using the
tetrahedron-based deformation technique, a detailed facial shape
can be accurately recovered from a single image. We demonstrate
that our 3D facial recovery framework can reconstruct fine
geometric details for a single image and outperforms the state-
of-the-art in single image face reconstruction.

I. INTRODUCTION

The 3D face reconstruction, which is the process of inferring
the 3D geometry of a human face model from 2D images,
is the most fundamental core for applications such as face
recognition [1], [2], 3D human pose estimation [3], [4], [5],
[6], [7], face animation [8], [9], and so on. Especially, it
is essential technology of the high-quality 3D human avatar
generation for improving the quality of experience in virtual
reality (VR) applications [10], [11].

There are several studies that attempted to reconstruct the
3D face model from a single image by optimizing the linear
space parameters of the 3D Morphable Model (3DMM) [12],
[13], [14], [15]. Rather than reconstructing 3D geometry based
on stereo-matching [16] or deep-learning method without prior
information [17], these methods are preferred because of it is
applicable for in-the-wild images. However, those methods can
only reconstruct the smooth parts of facial geometry except for
the high-frequency details such as beard, pore, and wrinkles.
For this reason, several methods have been proposed to recover
high-frequency parts from the smooth geometry by using the
Shape from Shading (SfS) [18], [19], [20], [21]. Specifically,
these methods reconstruct the 3D face from a single image
by using a two-step approach - recovering the smooth facial
geometry by using 3DMM, and then enhances the facial details
by using the SfS method. In [22], it is demonstrated that this
strategy is effective for enhancing geometric details of a face
from coarse facial geometry generated by the template face
model.

Although this process could reconstruct the semantic parts

Fig. 1: For a given single image, the proposed method recon-
structs a high-quality 3D facial shape by using the proposed
robust albedo estimation.

of a face such as an eye, eyelid, and lip where the shading cues
are distinctive compared to neighboring image pixels, it may
fail to reconstruct some locations with relatively small shading
variations such as a cheek. This problem is directly related to
the estimated albedo which is highly biased to the luminance
of the input image. In general, the estimation of the albedo is
conducted with a given shape and the lighting representation
which consists of DC (ambient) and single directional (diffuse)
terms. If the ambient term, which is irrelevant to the shape,
is estimated to have a relatively larger value than the diffuse
term, the shading variation would be factorized into the albedo
so that the estimated albedo would have the same value as
in an image. Thus, the SfS error between the back-projected
image and the input image would be minimized regardless
of the geometric deformation. It is extremely challenging to
estimate the correct albedo in an image with approximated
lighting and geometry. To address this problem, some previous
works adopted a statistical prior albedo built from hundreds
of facial scan data. One may estimate the albedo by directly
computing the appropriate parameters for the model [22] or
use its mean albedo in regularization [23].

Inspired by these works, we combine the aforementioned
approaches by optimizing the parameters of the prior albedo
and apply it to the albedo estimation step as a regularizer.
We observe that the optimized prior albedo can appropriately
capture the true albedo rather than using the mean albedo
directly in regularization. In addition, we propose a weighting
strategy for albedo estimation based on chromaticity of the
input facial image. Assuming that the similar albedos share
similar chromaticity as well, the chromaticity value can pro-
vide evidence whether the pixel with similar albedo is shaded
or not. By applying the proposed robust albedo estimation
technique, we develop a 3D face reconstruction framework. In
our framework, for a given image and optimized prior albedo,
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Fig. 2: An overview of the proposed 3D face reconstruction and photometric components estimation including the robust albedo
estimation of a face.

the 3D face including shape and texture is reconstructed
by computing the lighting parameters, albedo, and normal.
Finally, the 3D facial shape is reconstructed by using the
tetrahedron-based deformation from a prior shape model [24].
As shown in Fig. 1, our method can generate a detailed 3D
face from an image such as wrinkle and pore in a face.

II. METHODS

An overview of our 3D facial shape recovery framework is
shown in Fig. 2. At first, we compute the initial prior shape and
albedo model from a given image with estimated landmarks
by using 3DMM (Section. II-A). After computing the prior
face model, we iteratively recover the geometry of a face
as well as lighting parameters, albedo, and triangle normals
(Section. II-C). The 3D facial geometry is reconstructed based
on the rotation between a triangle normal of the previous step
and the prior shape model by applying a tetrahedron-based
deformation [24]. In addition, to capture the whole frequency
features, we adopt a coarse-to-fine scheme by using Loop
subdivision [25] as in [19].

A. Prior Face Modeling

We compute the prior face model including shape model and
optimized albedo map with initial lighting parameters. To com-
pute the initial prior face shape model, the pose, expression,
and identity parameters of the shape model of the 3DMM are
computed from given facial landmarks. Because the template-
based SfS method is sensitive to the initial alignment, we
apply the landmark-driven 3D warping method [19] to the
points along with the eye, nose, and lip. For robust albedo
estimation, we optimize the albedo parameters of the 3DMM
by using roughly estimated lighting with mean albedo and
fitted shape model [14]. By using the optimized parameters,
we generate the initial prior albedo map for photometric
component estimation.

B. Photometric Model of Face

As the face can be viewed as a diffuse reflector, we
assume that the irradiance of the face follows the Lambertian
reflectance model. Under this assumption, the intensity of each
pixel (i, j) in the face region Ω of an luminance image I′

generated by back-projecting the facial shape with M vertices
X ∈ R3×M and albedo p ∈ RM can be expressed as

I′ti,j = ρti,j (Ia + Id max(0,nT
ti,j l)), (1)

where Ia, Id, ρ, and n ∈ R3 are the ambient light intensity, the
diffuse light intensity with direction of l = [lx, ly, lz] ∈ R3,
and the albedo and normal vector of the triangle ti,j projected
on the pixel (i, j). The face region, as well as the correspond-
ing triangle of the face model for each pixel, can be computed
by using z-buffering. Then, the albedo ρti,j and normal vector
nti,j of the 3D face model can be computed by using
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vertex coordinates and albedo values of a triangle corre-
sponds to the pixel (i, j), respectively; (c
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2 , c
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3 ) are

the barycentric coordinate weights computed by using z-buffer
algorithm.

C. Chromaticity Weighted Photometric Component Estimation

To reconstruct a 3D face model from a single image, the
photometric components including the lighting parameters,
albedo, and normal maps are needed. To this end, we estimate
these by minimizing the following objective function

EI(p,N, l
′) =

∑
(i,j)∈Ω

ωi,j(Ii,j − I′ti,j )2, (4)

where N, l′, and Ii,j are the triangle normals, the lighting
parameters defined as l′ = [Ia, Id, l

T ], and the luminance
value of the input grayscale image, respectively. To reduce the
inevitable errors related to misalignment of shape model and
intrinsic albedo variation including skin spot or facial makeup,
we introduce the weight ωi,j ∈ [0, 1] for each pixel (i, j).
Inspired by the regularization strategy proposed in [21], ωi,j

is defined by the chromaticity value of the pixel location,

ωi,j = φ

(∥∥∥∥∥Ci,j

Ii,j
− Ci,j

I′ti,j

∥∥∥∥∥
2

)
, (5)
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Fig. 3: From left to right: input RGB image C, back-projected
image I′, and pixel-wise weight ωi,j by (5).

where C is a RGB image and φ (x) = 1/ (1 + α · x)
3 is a

robust kernel which is parameterized by user-defined constant
α . As shown in Fig. 3, the regions within soft shadows and
different albedo have smaller weights than others. Thus, the
energy related to the pixel with different albedo has less effect
than the others.

D. Iterative Optimization
Since jointly optimizing all of the unknown parameters in

(4) is intractable, we separate the problem into estimating
the lighting parameters, vertex albedo, and triangle normal
in an iterative manner. After the photometric components are
estimated, the 3D shape is computed by using tetrahedron-
based deformation of the shape model at the iteration to the
computed triangle normals. In the following, we describe the
details of estimating each photometric component.

The lighting parameter l′ is estimated by solving
EI(l

′;p0,N0) where p0 and N0 are the given albedo and
triangle normals of the prior face model respectively. Because
of the max function in (1), this problem is a non-linear least
square optimization. Since there are only 5 parameters to
estimate, the Gauss-Newton solver can efficiently solve this
problem in negligible time.

The vertex albedo p is computed from given l′ and N0

after lighting parameters are estimated. We combine EI with
the additional regularization term to enforce smoothness of
the vertex albedo along with the shape model. The objective
function of vertex albedo optimization is

Ep(p; l′,N0) = EI

(
p, l′,N0

)
+ wL||Lp0 − Lp||22, (6)

where wL and L are the regularization weight and the uniform
surface Laplacian matrix [26], respectively. Since the prior
albedo is computed from the distribution of human face
based on 3DMM, the additional term regularizes the deviation
of estimated albedo from optimized prior. The minimization
problem of (6) can easily be solved by using the linear least-
square solver.

The triangle normal N is computed by using previously
estimated lighting parameters l′ and vertex albedo p Since
there is only one constraint (luminance) given for each pixel,
solely minimizing EI may result in a degenerate solution.
To avoid this, we add normal stabilization and smoothness
constraints on the estimated triangle normal. The objective
function of triangle normal estimation is defined as

EN(N;N0,p, l′) = EI(p,N, l
′)

+ wn||N−N0||22 + ws||HN||22, (7)

where wn, ws, and H are normal stabilization, smoothness
weight, and graph Laplacian matrix defined by using triangle
connective of ith triangle Nf (i) expressed as

Hi,j =


−1 if i = j,

1
|Nf | if j ∈ Nf (i),

0 otherwise.

(8)

The normal stabilization term in the middle of (7) penalizes
the deviation of N from the triangle normal of the prior shape
model. Combined with the smoothness term ||HN|| in (7),
it regularizes the smoothness of the estimated normal along
with the neighboring triangle. The minimization of (7) is also
a non-linear least square problem due to the max function in
(2) and it is intractable to solve it for the whole triangle faces.
Thus, we relax the problem by replacing the max function
with indicator variable dti,j . By using the indicator variable,
the formula (2) can be rewritten as

I′′ti,j = ρti,j

(
Ia + Id

(
dti,jn

T
ti,j l
))

, (9)

where the indicator variable dti,j is defined by prior triangle
normal

dti,j =

{
1 if n0

ti,j · l ≥ 0,

0 otherwise.
(10)

By substituting the I′ to I′′ of (3) in EN(N;N0,p, l′), the
problem can be converted into a linear least square problem.
The normal for each triangle can be effectively computed by
solving the linear least-square equation.

III. EXPERIMENTS

In this section, we present our comprehensive experimental
results. As a prior face model, we used the Basel Face
Model (BFM) [27] which is a generally adopted statistical
parametric model for the shape and albedo of a face. The
initial prior model is estimated by using the method in [5] with
detected landmarks from [28]. In the photometric components
estimation along with surface deformation, three iterations

Fig. 4: The mean error measure of albedo estimation with
different angles of light directions by using mean / optimized
prior model, respectively.
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Fig. 5: Comparison of the reconstruction without (Middle) or
with chromaticity weight (Right) of an input image (Left).

are enough to recover the 3D facial shape. At the end of
each iteration, we apply the subdivision algorithm to the
recovered 3D facial shape and update the facial prior model
with computed shape and albedo.

We tested our robust albedo estimation method on images
taken from the YaleB face dataset [30]. For each subject,
we compute the ground truth albedo by using the given
ambient intensity image and the direction of a light source
for each image by using the Lambertian reflectance model.
To compare the effect of using the optimized prior albedo
with mean albedo, we estimate the albedo of each image of
the dataset by the methods in Section. II-C. For 40 subjects,
we analyzed the estimation error of an albedo with respect
to an angular displacement of light direction in azimuth and
elevation within 40 degrees. As shown in Fig. 4, the estimation
error of albedo has a lower value with optimized prior albedo
than mean albedo. To clarify the performance gain of the
proposed method, we further draw the table for average error
inner (inside the dotted line in Fig. 4) and outer angles in
Table I. Comparing the average error between the inner and
outer angles, the error of the proposed method deviates smaller
while the error of the mean prior albedo-based method largely
increases.

To demonstrate the quality of our 3D facial shape recon-
struction framework, we tested it using the Bosphorus dataset
[29] which provides structured-light scanned 3D point clouds
of a face with 105 subjects, as well as a corresponding
single RGB image. Note that, the SfS based method without
any metric information such as the correct depth value of
boundary points, the error estimation by using mean squared
error (MSE) is not convincing. Furthermore, the scanned point
clouds in the dataset are quite noisy making the quantitative

TABLE I: Comparison of error between the inner and outer
angles (mean±std.). In the third column, we show the differ-
ence of mean errors between inner and outer angles (scaled
by 10−2).

Inner angles Outer angles Outer-Inner

Mean prior
3.4714

±0.2360
3.6750

±0.1055
0.2036

Optimized

prior

2.9700

±0.2273
3.1396

±0.1047
0.1696

Fig. 6: 3D Face reconstruction results of images from Bospho-
rus dataset. (Left to Right) The ground truth, the result of the
method [22], [31], and our method are presented. We also
show the back-projected 3D face to each input image with
computed lighting.

measurement skeptical. Therefore, we omitted the quantitative
measure for this reason. In Fig. 5, the effect of chromaticity-
based weight for 3D facial shape reconstruction is shown.
Since the proposed weight prevents the albedo to be factored
into the shading, we can observe that the facial details around
cheek and eye regions are much-enhanced. Note that we only
applied this weight to the albedo estimation step. In addition,
we illustrate the 3D face reconstruction result by using the
proposed method and recently proposed methods [22], [31]
for 5 samples in the Bosphorus dataset in Fig. 6. Compared
to the proposed method, the result from [22] exhibits an
oversmoothen appearance compared to ours. As mentioned,
it is caused by the albedo estimation without an appropriate
prior albedo. On the other hand, the proposed framework is
able to recover high-quality geometric details including pores.

IV. CONCLUSION

We presented a 3D facial shape recovery framework from a
single image with a robust albedo estimation method. From the
prior face model including shape and albedo, our framework
iteratively reconstructs the 3D facial shape with lighting,
albedo, and normal estimation. Incorporating the optimized
albedo prior as well as chromaticity to the single image-based
3D shape recovery process allows the method to enhance the
detail parts of the face while preventing noisy deformations. In
the experiments, we have shown that our framework is capable
of reconstructing a facial with highly enhanced details.
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