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Abstract— Text description generation from videos refers to 
extracting significant information from a given video, and 
summarizing them with natural language, which is an effective 
approach to comprehensively understanding the semantic 
information hidden in videos. However, conventional videos 
contain a large number of events where some key information 
might be reflected in multiple successive events. To this end, this 
paper focuses on text description generation from videos via 
deep semantic models that can identify multiple events in a video 
and capture their dependencies. In particular, we design and 
propose a series of solutions in terms of scene adaptive video 
event representation, local event description and video-text 
summarization generation. 

I. INTRODUCTION 

The information of urban people flow, logistics, 

environmental change and social interaction is recorded in 
real time by edge devices (e.g., camera) and transmitted by 
the Internet of Things and cloud services. Surveillance video, 
as an important form, is characterized by a huge amount of 
data, diverse content and low value density. 

As shown in Figure 1, due to the spatial-temporal 
correlation and complex semantic information, it is significant 
to make use of diverse static elements (e.g., objects, figures 
and backgrounds) in physical space, which is beneficial to 
capture spatial-temporal variation of visual objects and 
generate accurate, coherent and logical video-text 
summarization. To this end, we focus on the problem of 
multi-view representation learning and semantic modeling in 
video-text summarization and try to achieve more informative 
embedding from visual correlation to into linguistic logic. 

 
Figure 1. Overall research framework 
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II. RELATED WORK 

Mapping information from different modalities into a joint 
representation space is a typical multimodal information 
fusion method, which can be divided into the following three 
aspects: simple operation based fusion, attention-based fusion 
and tensor based fusion. 

First, the representation of information from different 
modalities can be fused through simple operations such as 
splicing and summing, which generally require no or very few 
parameters and can be adapted to the model structure through 
joint training with the model. Join operations can be used to 
fuse low-level input features [1][2][3] or high-level features 
extracted from pre-trained models [4][5]. Nojavanasghari et al. 
[1] used viewpoint multimedia (POM) datasets to study 
persuasiveness and proposed a deep multimodal fusion 
architecture to predict persuasiveness by linking 
complementary information from a single modality and 
quantifying the impact of speakers on listeners' beliefs, 
attitudes, intentions, motivations, and behaviors. Wang et al. 
[2] proposed a selective additive learning (SAL) process to 
improve the accuracy of multimodal emotions by linking 
different modal information by identifying confounding 
features in limited data resources. Vielzeuf et al. [4] 
introduced a central network to connect the networks of 
specific modalities by assuming that each modality can be 
handled by a separate deep convolutional network and 
allowing decisions to be made independently. Zhou et al. [5] 
used the pre-trained word bag model to connect the word 
features in the question with the CNN features in the image to 
predict the answer. For the addition fusion method with 
weights, an iterative method is proposed in Reference [6], 
which arranges the pre-trained vectors of the same elements 
in the order suitable for addition between elements. In 
addition, the neural structure of progressive exploration 
[8][9][10] was adopted in the literature [7] to search for 
appropriate parameters for some fusion functions according to 
the layer to be fused and the joining or addition operation to 
be used. 

Second, the weight vector dynamically generated by the 
attention mechanism at each time step is widely used for the 
fusion of multimodal information [11][12]. Aiming at the 
attention mechanism of images, literature [13] extended the 
LSTM model for text processing and added an image 
attention model conditional on the hidden state of LSTM in 
the past time step. The input to this model is the connection 
between the currently embedded word and the participating 
image features, and the final LSTM hidden state is used as a 
fused multimodal representation to predict the answer that 
points to the real VQA. Xu et al. [14] introduced an attention 
mechanism into the RNN-based encoder-decoder model to 
allocate attention weights for image features for image 
description. In addition, literature [15][16] uses the image and 
query features as conditions to lock the image region related 
to the answer through the attention mechanism, so as to infer 
the answer. Different from the above image attention 

mechanism, collaborative attention mechanism uses 
symmetric attention structure to generate image feature 
vectors and language feature vectors [17]. In Literature [18], 
dual-attention network (DAN) was used to compute the 
attention distribution of images and texts in parallel under the 
conditions of features and iteratively updated memory vectors. 
Stacked hidden attention (SLA) improves SANS [19] by 
linking the original image representation with the 
representation of the previous hidden layer in order to 
preserve the underlying information of the intermediate 
reasoning stage of attention. Literature [20] establishes the 
deep correlation between modalities and obtains the attention 
feature vectors by calculating the inner product between 
different modal feature representations. As the Transformer 
model based on self-attention mechanism [21] has achieved 
good performance in the text field, researchers have extended 
it to the research of multimodal fusion. The bimodal extension 
of Bert represents different tokens as a word or an image 
fragment, and the representations of the image and the word 
are fused in the input sequence [22][23][24][25][26]. 

Thirdly, bilinear convergence is a common method for the 
fusion of image feature vectors and text feature vectors. This 
method creates joint representation space by calculating the 
cross product of different modal representations to facilitate 
the multiplication interaction between all elements in the two 
vectors. This method is also called second-order pooling [27]. 
The bilinear representation usually uses the linear 
transformation of the two-weight value matrix to the output 
vector. When calculating the cross product, each eigenvector 
can be extended by an additional value, so that the single-
modality input feature is maintained in the bilinear 
representation [28]. On the one hand, due to the correlation 
between bilinear representation and the kernel in polynomials, 
a more dense representation [29] can be obtained through 
different degrees of low-dimensional approximations, such as 
calculation of Sketch[30], convolution [31], low-rank 
decomposition [32], etc. On the other hand, bilinear 
convergence can also be combined with the Attention 
mechanism. Kim et al. [32] used the textual representations of 
multimodal low-rank bilinear pooling (MLB) as the input of 
the Attention model to obtain the attention-processed image 
representations, and then used the MLB model to integrate the 
textual representations. You get a joint representation. 

III. SCENE ADAPTIVE VIDEO EVENT REPRESENTATION 

As shown in Figure 2, the semantic mining technology of 
surveillance video data is studied by employing deep 
clustering analysis of semantic related video frames. This 
technology can deal with the problem of repeat information in 
continuous frames in input videos and make full use of 
surveillance video information. According to the 
classification difference between video frames in surveillance 
video, the automatic extraction method of scene adaptive key 
frames in surveillance video is studied based on scene 
knowledge transfer, which reduces the interference of 
redundant information and improves the discriminant ability 
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of effective information. Aiming at the objects, behaviors and 
scenes in video frames, the high-level semantic information in 
the rich visual features of surveillance video sequences is 

mined, and the scene adaptive video event representation 
method is studied by means of collaborative learning. 

 
Figure 2. Scenario adaptive event representation 

IV.  LOCAL EVENT DESCRIPTION  

As shown in Figure 3, focusing on the rich image sequence 
information in multi-source surveillance video, combined 
with target detection and depth feature extraction technology, 
interactive analysis of context feature information is realized. 
Through the multi-view representation learning technology, 
the deep semantic information aggregation method based on 
multi-level features is studied according to semantic 
segmentation technology and feature weight learning on event 

dimensions. In this paper, a video segment segmentation 
method based on sparse annotation is studied. The location 
and category information are used to mine the regional feature 
information of video clips. Aiming at the dynamic moving 
trajectory data of the target object, the fusion and 
complementation of static frame information and dynamic 
trajectory information is realized. The method of multi-target 
tracking is used to study the local event description method in 
surveillance video based on multi-level feature interactive 
analysis in the way of self-supervised learning. 

 
Figure 3. Local event description with dynamic trajectory information 
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V. VIDEO-TEXT SUMMARIZATION GENERATION 

As shown in Figure 4, in view of the spatial-temporal 
information of surveillance video data, the correlation 
analysis method of context event sequence is studied. 
Moreover, the method of semantic alignment between visual 
features and text is focused. And cross-modal retrieval is used 
to dynamically search the retrieval sentences related to video 
in corpus, which provides guidance for subsequent generation 

of video content description. Considering accurate, diverse, 
controllable and coherent, paraphrase of video summarization 
is studied by using multi-objective deep reinforcement 
learning method. In particular, syntactic controlled paraphrase 
based on multi-task learning can be achieved by introducing 
syntactic information. And, Automatic text description 
generation based on event multi-sentence description is 
designed by combining events development rules and text 
language characters. 

 
Figure 4. Video-text summarization generation associated with multiple events 

VI. CONCLUSIONS 

Based on the videos generated by monitoring equipment, 
this paper discusses a solution about text description 
generation from videos by multi-event association and 
semantic analysis which covers scene adaptive video event 
representation, local event description and video-text 
summarization generation. This solution can assist 
government management, decision-making and improve the 
service of smart city. 
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