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Abstract—Large-scale action recognition datasets contain more
instances of adults than children, and models trained with these
datasets may not perform well for children. In this study, we
test if current state-of-the-art deep learning models have some
systemic bias in decoding the activity being performed by an
adult or a child. We collected a sports activity recognition dataset
with child and adult labels. We fine-tuned a state-of-the-art
action recognition classifier on two different segments of our
dataset, containing only children or only adults. Our results show
that cross-condition generalization performance of the resulting
networks is not similar. Our results indicate that the child-specific
segment is more complex to generalize than the adult-specific
segment. The dataset and the code are made publicly available.

I. INTRODUCTION

Activity recognition for human behavior analysis is one
of the major problems being researched within the computer
vision community [1]. The increase of interest in this re-
search area is fueled by the availability of more datasets,
increased hardware complexity, advanced computer vision
techniques, and the need for various applications in the real
world [2]. These applications include video surveillance sys-
tems, robotics for human behavior characterization, medical
diagnosis, and many more [3], [4]. Within this area, child
activity analysis is an important problem with several high-
impact application scenarios.

Cognitive and neuromotor development of children can
be affected from disorders such as cerebral palsy, muscular
dystrophy and other neuromotor disorders. Early diagnosis of
these disorders can be done with the aid of computational
approaches [5], [6]. Visual analysis of children can provide
important cues about development [7], [8]. There are several
efforts to collect video recordings of infants during interac-
tions, such as the PLAY project1, which aims to “collect, code,
and share 900 hours of video collected in the homes of children
at 12, 18, and 24 months of age drawn from 30 sites across
North America.” Computer vision based automatic analysis of
child behavior, especially the analysis of affective cues, are
considered for psychotherapy and children’s play therapy [9],
[10], and for analysis of gaming interactions [11].

Publicly available tools to analyse children’s behavior and
actions can aid medical experts in tracking and quantifying
such behavior objectively [12]. However the current activ-
ity recognition field (both datasets and methods) is heavily

1https://www.play-project.org/

skewed towards adults. We hypothesize that current activ-
ity recognition datasets, as they include small numbers of
children compared to adults, are not suitable to train deep
neural networks with enough generalizing power to create
powerful analysis tools targeting child behavior. In this paper,
we test this hypothesis by building a special database, and
by investigating the performance of state of the art activity
recognition approaches under different training conditions.

For the activity analysis application, we choose sports
activities as our focus domain because there are many publicly
accessible multimedia resources for this problem and the
sports domain provides rich body configurations for analysis.

Many of the current state of the art (SOTA) deep learning
models are trained with more adult data than child data. When
we look at one of the largest activity recognition datasets,
i.e. Kinetics-400 [13], and take a randomly selected sample
of 5014 videos, only 22% (1109 videos) contained children
performing an action. To measure the effect of training with
child-specific data, we use systemic splits in this paper. This
allows us to observe visual differences between how and where
children perform sporting activities compared to adults.

The main contribution of the paper is in assessing whether
there are systemic biases in how a SOTA activity recognition
model predicts an activity performed by an adult or a child.
To do this, we fine-tuned a SOTA deep learning model on
child-specific and adult-specific data separately, and evaluated
the resulting models extensively. The following are our con-
tributions:

1) We have collected a child-specific video activity dataset.
2) We performed detailed quantitative and qualitative anal-

yses on the use of SOTA models for child activity
recognition.

3) We highlighted the differences between adults and
children performing the same actions.

In the next section, we discuss the related work in this area.
In Section III, we explain the steps of collecting the datasets
in detail. In Section IV, we present the methodology, followed
by our experimental results in Section V. In Section VI we
conclude this study with a discussion.

II. RELATED WORK

Activity recognition is a problem in computer vision that
deals with identifying and classifying different activities in
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real-life settings from images or video [14]. While there are
some standing challenges such as occlusion, differences in
how multiple people perform the same action, the application
of SOTA deep learning models to current human activity
datasets has significantly improved the accuracy at which
machines can successfully predict human activities.

One important modeling approach in activity recognition
is the multi-stream networks approach [15]. The idea behind
multi-stream networks is to model temporal and spatial infor-
mation using a spatial convolutional neural network (ConvNet)
that takes in still images and a temporal ConvNet that takes in
motion information from the optical flow field. The output of
these ConvNets is fused at some specified convolution layer.
Earlier work directly combines the output generated by the
softmax layer at the last layer of the network [15]. However, to
model spatiotemporal information, earlier interaction between
the two streams could also be useful [16], [17].

A more recent network that is modeled after a two-stream
network is the SlowFast network [18]. Instead of sampling
motion information from the optical flow representation of the
video, it simply takes in frames at a different rate to encode
spatio-temporal information. The model has achieved SOTA
accuracy on datasets such as Kinetics-400 [13], Charades [19],
and AVA [20].

Our main focus in this paper is the differences between
how actions are performed by adults and children. Children
have a different set of body proportions compared to adults,
which is important when building automatic analysis tools.
Furthermore, children aged between 3-8 years show different
motor timing and perception of time than the adults [21].
These differences can be affected by whether or not the child
is cooperating with an adult, and even by the cooperation level.

Previous research on child behavior analysis did not nec-
essarily use child-specific training conditions. Deep learn-
ing models trained on large datasets, which predominantly
included adult data, were used for recognizing gross-motor
actions of children [22] or for estimating poses of children
during play therapy with an adult [9]. Other researchers created
their own network architectures, but still trained them on
similar large benchmark datasets with mostly adult videos
to recognize actions of children or elderly [23]. To our
knowledge, there are no children-specific activity datasets with
which child-specific models can be trained.

To test for systemic bias in how a current SOTA deep
learning model decodes an activity being done by a child
or adult, we collect a sports activity dataset. This domain
is a useful starting point, because it is very difficult to
collect a new publicly accessible children dataset under strict
privacy conditions imposed by regulations and with additional
difficulties arising from the Covid pandemic, whereas there are
many accessible videos with adequate licensing in the sports
domain. Furthermore, the domain is sufficiently challenging,
with a lot of activities that are differentiated by subtle visual
cues. We discuss the dataset preparation in the next section.

III. DATA COLLECTION

To facilitate our research, we collected a sports activity
recognition dataset. This dataset is annotated into an adult-
specific segment and a child-specific segment. The child-
specific segment is made up of videos where children of at
most 12 years old perform a specific activity, while the adult-
specific segment contains videos of people 13 years and older
performing a sporting activity.

After extensive filtering, we selected 21 sport classes from
the Kinetics-400 dataset [13] where we could find a sufficient
number of videos for both children and adults. Once we se-
lected the classes to work with, we crafted queries to download
videos from Youtube with suitable licenses. In crafting the
queries, we used targeted words, such as a child playing
basketball, toddlers hitting baseball. After downloading these
videos, we filtered out videos greater than 100MB in size,
because we did not want professionally shot videos. The
non-professionally shot videos are less edited and are more
representative of the real world, in-the-wild setting. Also, this
helps reduce the storage requirement and processing time. We
also checked that we have a reasonable resolution, which we
select to be 720p. Hence, the videos in our dataset can also
be used for estimating children’s poses.

Next, we split each downloaded video into scenes using
PySceneDetect2. After this, we run a human detector across
all the scenes in the video, since we only want clips where
a human is performing an activity. To do this, we selected
three evenly spaced frames from each scenes that is longer
than 1 second and passed these through a pre-trained YOLO-
V3 detector [24]. To further filter out videos for the child-
specific dataset, we performed automatic child detection. We
detect the children using a recently developed zero-shot model
called CLIP [25]. We fine-tuned this model with a subset of
our dataset following the method proposed by the authors.
After trying different configurations, the CLIP configuration
that worked best at detecting children in our dataset was using
the ImageNet prompt proposed in [25], with each of the sport
classes appended to the prompts, a margin scale of 0.2, and
zero-padding.

These pre-processing steps left us with just those scenes in
each video that had a good chance for the presence of a child,
which we estimated as %70. Before we presented the clips
for manual annotations, we ran the scenes through a SlowFast
model [18] trained on the Kinetics-400 database. We did this
to filter out scenes that proved easy to classify, as we wanted
to make sure some complexity existed in the dataset. Next, we
merged the remaining scenes left after the pre-processing into
60 second long clips, and these clips were passed to manual
annotation. For the manual annotation of the clips, we chose to
use a crowd-sourcing platform, namely, Amazon’s Mechanical
Turk (AMT). AMT is often used for tasks such as this [13],
[26] and we assumed that since the workers on this platform
are more used to such tasks, it increased our chances of getting

2Brandon Castellano, PySceneDetect, available online https://github.com/
Breakthrough/PySceneDetect.
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high-quality annotated data.
For the child-specific dataset, we asked two annotators to

select which activity is being performed by a child in the video,
we also asked them to indicate at which time the activity starts.
Furthermore, we asked them to indicate if the child performs
the activity with an adult. This is a useful signal that can
be used later for studying interactions between children and
adults (see Fig. 1). If there is a disagreement between both
annotators, we present the clip to a third annotator. At the
end of annotation, we only included clips that were agreed
upon by at least two annotators for the child-specific dataset.
We additionally annotated 5.014 videos from the Kinetics-400
dataset that fell within the 21 classes we worked with. We
asked the annotators to select the videos being performed by
children. From this, we got 1.109 videos containing children
performing an activity. We downloaded an additional 1.904
videos for the adult-specific dataset to keep the size of both
datasets similar.

Fig. 1. Video examples of adults performing activities with a child.

After the annotation, we performed de-duplication to ensure
that we only have one clip per Youtube video downloaded
in our datasets. We randomly selected one of the annotated
clips, if we ended up with more than one clip from the same
video in each activity class. While we asked the annotators to
indicate if a video contains multiple instances of the activities
we are interested in, we only took more than one clip from the
video if the video had the word “compilation” in its title. A
compilation video usually contains clipped together instances
of the same or different activities. We had a total of 15 videos
with such titles. See Fig. 2 for the download distribution across
classes.

Finally, we split the child and adult segments of the dataset
into training, validation, and test splits for our experiments. We
randomly selected 40 videos per class to be in the training
split, which gives 840 videos for the children training data
and 840 videos for the adult training data (40 × 21 classes),
respectively. We then split the remaining videos per category
in the ratio of 60 to 40 to be in the test and validation datasets.
Each of the videos in these datasets are 5 seconds long (See
Table I).

IV. METHODOLOGY

Using different splits of the data described in Section III, we
created five different models to answer our research questions.
We start by describing our baseline model, and continue with
the Adult Model, the Child Model, the Mixed model (half-
split), and the Mixed model (full-split).

Child-specific Adult-specific
dataset datatset

Activity classes 21 21
Total number of videos 1592 1904
Duration per clip 5 seconds 5 seconds
Per second frame rate 30 30
Source YouTube (483) Kinetics-700

Kinetics-700 (1109)
Total duration 133 minutes 159 minutes

TABLE I
SUMMARY OF THE TWO DATASETS.

A. Baseline Model

A SlowFast model with a ResNet-50 base architecture [18]
pre-trained on the HACS-clips dataset [27] serves as the
baseline model for all the experiments conducted in this study.
The SlowFast model has been shown to achieve state-of-the-
art results on activity recognition tasks on benchmark datasets
such as AVA v2.1 [20], Charades [28], and the Kinetics-600
dataset [29].

The HACS Clips dataset used for pre-training is a bench-
mark dataset for activity recognition [27]. It contains 500k
annotated video samples spanning across 200 activity classes.
The dataset contains videos downloaded from Youtube. After
pre-processing, the dataset contains 1.5M 2-seconds clips.
The dataset has been shown to outperform other large-scale
datasets like Kinetics-600 [29] and Sports1M [30] when used
as a pre-training source [27]. We chose to use HACS Clips
as our pre-training source because of the similarities it has
to our dataset, such as video sources being from Youtube.
Also, the taxonomy used in HACS Clips is derived from
ActivityNet [26], which shares some taxonomy with Kinetics.
We did not use Kinetics as our pre-training source, because we
train and test on some videos from the Kinetics-400 dataset.

While HACS Clips bears some similarities with our
datasets, issues such as class imbalance within the HACS
Clips dataset could lead to a poor generalization of the learned
features to our videos. In the Child-specific and Adult-specific
datasets, we ensured class balance by selecting the same
number of training videos per activity class.

Another source of bias that could arise with this pre-training
source is the lack of representation of minority ethnic groups.
We see this as a possible source of bias, because the creators
of HACS Clips did not explicitly state if measures were taken
to prevent such bias [27]. Finally, some of the classes present
in our dataset are missing from the HACS Clips dataset and
this could affect the generalization of the learned features to
our data.

The SlowFast model depicted in Fig. 3 is a a single-stream
model that reads in video input at two different frame rates.
Unlike two-stream architectures, the SlowFast architecture has
a single input source, passed through a Slow pathway and
a Fast pathway, which can be any convolutional model that
processes videos as a spatiotemporal volume. In our baseline,
we use ResNet-50 as our backbone [31]. Both pathways are
fused by lateral connections into a SlowFast model [18].
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Fig. 2. Distribution of downloaded videos in the Child-specific and Adult-specific datasets.

Fig. 3. The SlowFast architecture. Figure adapted from [18].

The idea behind having two pathways is that the categorical
semantics of visual contents do not change as rapidly as the
motion being performed by the subject. For example, the
appearance of a subject performing the activity catching or
throwing baseball doesn’t change much over the frames as
with the motion of actually throwing or catching the baseball.
Other semantic information like the lighting condition or
background colors also would not change so rapidly. Hence,
the model can learn spatio-temporal patterns of shorter and
longer duration using both pathways.

The Slow pathway requires a low frame rate for processing
the input. To do this, we take large strides (16) on our input
clips. For the Fast pathway, we take a smaller stride (2). Both
pathways are kept informed about what the other one learns
through lateral connections after each stage (see Fig. 3). The
SlowFast PyTorch implementation we have used is publicly
available in a public repository (see footnote). Since this study
is not about determining which architecture performs best on
our dataset, the SlowFast model is deemed to be sufficient for

the experiments we perform. 3

B. Adult and Child models

We train an Adult model to test the generalizability of
features learned from the adult-specific dataset to the child-
specific dataset, and a Child model to test the generalization
in the other direction.

In both cases, we apply transfer learning to fine-tune the
pre-trained model. Given the size of our dataset, we can only
fine-tune the last fully connected layer of the pre-trained model
without overfitting on the training split. The model contains
34M trainable parameters and we only retrain the last layer
with 1.5M parameters, using either the Child-specific or the
Adult-specific datasets.

C. Mixed Model (half-split)

As mentioned in Section I, the majority of subjects per-
forming activities in available action recognition dataset are
adults. The purpose of creating a Mixed Model is to test if
by deliberately ensuring that a dataset has an equal number
of children and adult subjects in it, the model can better
generalize to both adult-specific and child-specific datasets.
The Mixed Model (half-split) will be referred to as the MHS
model in this study.

The MHS model is created by fine-tuning the last layer of
our pre-trained model using a combination of child and adult-
specific datasets. However, we will be using half the training
size from each dataset so we end up with the same training
size used in both Child and Adult models. This will enable us
to see how the training size influences the model’s predictions.

3https://github.com/sayo20/Video-Based-Sports-Activity-Recognition-for-Children
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D. Mixed Model (full-split)

The Mixed model (full-split) is similar to the MHS model.
The only difference is that we train it with all the videos
available for each class. This means this model is trained with
more data than with the previous models described above,
which will help illustrating the effect of increasing training
set size. We create the model by fine-tuning the last layer
of the pre-trained model on both the adult-specific and child-
specific training splits. The model will be evaluated against the
adult-specific and child-specific test split. The Mixed Model
(full-split) model will be referred to as the MFS model in this
study.

E. Model Implementation Details

The SlowFast-ResNet50 network is the architecture all our
models were built upon. We implemented all our models using
Pytorch. We trained the models using an Adam optimizer and
used the cross-entropy loss function. We set a batch size of
32 and adjusted the learning rate (starts at 0.01) using the
PyTorch ReduceLROnPlateau, with a patience value of 80 and
a factor of 0.1. The scheduler is called on every batch, and
reduces the learning rate by a factor of 0.1 whenever there is
no improvement in the loss after 80 batches. To prevent over-
fitting, we apply early stopping based on the validation loss.
If there is no decrease in validation loss after 12 epochs, we
stop training the model.

The images are normalized to fit the model input require-
ments in a way that aspect ratios are retained. All our videos
were re-sampled to 30fps to maintain temporal consistency,
which ensures that all the video segments cover the same
amount of time. We retained the 8fps rate of the pre-training
by sampling 40 frames from the 5 second clips. To make sure
that the sampled frames spread across a large extent of the
clip, we set the stride size as the length of the frame in clips
(150) divided by the target number of frames (40). Hence, in
this case, we sample every third frame.

We apply the same data augmentation methods discussed
in Section III, to keep consistency in the input we present
to the models. During training, we apply uniform cropping
(256 × 256) on the videos. Other random augmentations
include Gaussian and average blur, left-right flipping, and
changes to gamma contrast, linear contrast, hue and saturation.
During validation and testing, we only apply a center cropping
of 256× 256 on the videos.

V. EXPERIMENTAL RESULTS

Child-specific Adult-specific
Child Model 43.8% 45.5%
Adult Model 35.0% 51.9%
MHS model 43.8% 51.1%
MFS model 46.2% 52.6%

TABLE II
AVERAGE ACCURACY OF THE MODELS ON CHILD-SPECIFIC AND

ADULT-SPECIFIC DATASETS.

In this section, we discuss how each of our models performs
on the child-specific and adult-specific test splits of our dataset
(see Table II).

Baseline Model: We cannot directly evaluate how the base-
line model performs on the child-specific test split because of a
mismatch in class labels; our classification problem includes
16 classes that are not included in the baseline model, and
only 5 classes are overlapping. We ran some preliminary
experiments, and observed that the baseline model performs
badly at generalizing what it has learned to the adult-specific
and child-specific segments without fine-tuning. Nonetheless,
the general features learned from the pre-training source can
be useful in fine-tuning the remaining models, given that we
have a relatively small dataset.

Child Model: This model achieves an accuracy of 43.8%
on the child-specific dataset and 45.5% on the adult-specific
dataset for the 21-class problem. We notice that the accuracy
is relatively low. Given the properties of the child-specific
dataset such as how varied the activities are in terms of how
they are performed, where they are being performed, and their
challenging camera motions (see Fig. 5), this result is not
very surprising. The low accuracy suggests that the videos
in the test split are quite different from those in the training
split, and the training split might not contain enough variance
to generalize to the test splits. Furthermore, while the model
performs slightly better on the adult-specific dataset (probably
because there is more consistency in the environments and
conditions where adult videos are shot), the performance
suggests that the Child Model still needs to be trained on
more data to do better.

Fig. 4. Children shoot basketball in three different environments.

Fig. 5. Children shoot basketball in three different ways.

By looking at the per-class accuracy on both datasets (see
Fig. 8 & Fig. 9), we observe that if the model performs high on
a class in the adult-specific dataset, it tends to perform low on
the same class within the child-specific dataset, and vice-versa.
A general trend we observe with the classes, where the Child
model performs badly across both test splits is the variance in
the videos within that class. This speaks to the complexity of
that class and overall, the dataset. These variations are quite
prevalent amongst the videos in the child-specific test split
(see Fig. 4), which could also be a reason why the model
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performs lower on this split. Furthermore, this model, as the
rest of our models, has difficulty in classifying hierarchical
classes across both datasets. For example, playing basketball
is commonly misclassified as dunking basketball or dribbling
basketball which is a confusion also reported in the Kinetics-
400 study [13].

Further studies would be required to test which factors
(e.g. video resolution, camera motion, environment, sports
equipment, etc.) affect the generalization ability of the children
model.

Adult Model: This model achieves an accuracy of 35.0% on
the child-specific test split and 51.9% on the adult-specific test
split, which clearly illustrates the difficulty of the child-specific
dataset. Amongst all the models evaluated on the child-specific
dataset (see Table II), the Adult model performs the worst. One
reason for this could be that children deviate from standard
ways of performing a sports activity in non-trivial ways. Fig. 5
shows for example a way of playing basketball that would not
be encountered in an adult-based database. There are some
classes within the adult-specific test split that contain more
complex videos compared to the child-specific counterpart. For
example, the Adult model achieves an accuracy of 62.5% on
the archery class in the adult-specific test split and 80.0% on
the same class in the child-specific test split. However, we are
cautious in interpreting such differences, as the dataset is not
too large for sweeping generalizations. A closer look at the
archer class reveals that the child-specific test split videos are
quite similar to the videos within the adult-specific training
split (see Fig. 6 and Fig. 7). We need more test data and
experiments to be able to verify exactly why the Adult model
generalizes better to some of the classes in the child-specific
test split better than the same classes in the adult-specific test
split.

Fig. 6. Sample frames from the archery class in the adult-specific train split.

Fig. 7. Sample frames from the archery class in the child-specific test split.

Similar to the Child model, the Adult model also follows the
pattern where a higher accuracy of the model on a class within
the adult-specific test split is coupled with a lower accuracy
of the same class within the child-specific test split, and vice-
versa.

We speculate that the model focuses more on environmental
features, such as what apparatus is used, and colors in the

background, and not on how the activity is being performed,
which is why it generalizes badly to the child-specific test
split as opposed to the adult-specific test split. This is one
important issue in the training of deep learning based models,
that they can latch on to a background cue, and derive discrim-
inative information from unexpected features. To overcome
this, datasets need to contain large amount of variation. In
our case, further studies are required to see which features the
models use in making their classifications and how these differ
across both datasets.

MHS and MFS Models: The MHS model achieves an
accuracy of 43.8% on the child-specific test split and 51.1%
on the adult-specific test split. This model was able to match
the performance of the Child model on the child-specific test
split (43.8%) and performs a little bit lower than the Adult
model on the adult-specific test split (51.9%). However, the
MHS model only uses half the training size compared to both
the Child and Adult models.

When we increase the training size of the MHS model
and switch to the MFS model, we see an increase in perfor-
mance on both the adult-specific and child-specific test splits,
as expected (see Table II). This suggests that by including
both child-specific and adult-specific videos for training, we
increase the overall generalizability of the model to both adult-
specific and child-specific datasets.

However, when we compare how the MHS model performs
on the adult-specific test split as opposed to how the Adult
model performs on the same split, the MHS model does not
seem to benefit a lot from including children videos in the
training sample, in comparison to the increase in performance
we see with the MHS model on the child-specific test split.
We would require an ablation study to determine the effect
of including both data types for training and what balance
of child-specific and adult-specific data would be required
to increase the model’s generalization to both data types. A
similar setup is required to determine whether including both
types is really beneficial for generalization, or if just increasing
the training size of both Adult and Child models proves best
for the generalizability of the models for the corresponding
sets.

VI. CONCLUSION

This study investigated whether SOTA deep learning models
for action recognition trained on mostly adult videos can
generalize well on a child-specific dataset. To do this, we
created a child-specific and an adult-specific dataset, as well
as models based on different types of datasets. We used a
single deep learning architecture, but we believe our results
will extend to other architectures under similar conditions. We
presented our data collection pipeline in detail, to foster future
collection of children-specific data.

Our results show that, while SOTA deep learning can be
used to classify children’s sporting activities, this is more
difficult compared to adult sporting activities, because children
display higher variance in this domain. In other activities and
interactions, this may not be the case, as adults can engage
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Fig. 8. Per-class accuracy reported by the Child model, MHS model, and Adults model on the child-specific test split.

in many more activities compared to children. For many
sports, however, adult behavior is more regular, and performed
in specific settings, which provides consistency and reduced
variance in the background as well.

Our study also shows that the features learned from training
on a child-specific sports activity dataset alone can be used
to classify adult sports activities, while the reverse is not the
case. Also, including both adult and children videos in training
improves generalization. More work is needed to determine
the effect of fine-tuning in other activity recognition domains,
and in specific settings like at home play settings, and parent-
child interactions, which are important application areas of
child behavior analysis.
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