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Abstract—Person search is the combined task of person de-
tection and re-identification that aims to find target persons
having the same identity to a given query person. Existing
methods of person search mainly focus to extract useful features
of persons, but do not use the relationship among the persons in
gallery images during the test phase. In this paper, we propose
a context-based matching refinement scheme for person search
by utilizing the contextual relationship of persons in gallery
images. We compute the matching context such that a target
person has a high context value with respect to a query person,
when it has relatively high similarities to the positive samples of
the query person. Experimental results show that the proposed
method significantly outperforms the existing state-of-the-art
person search methods on PRW dataset.

I. INTRODUCTION

With the advent of diverse surveillance cameras, a large
number of pedestrian images are being provided everyday.
Finding target persons from a large number of pedestrian
images is an important problem in many computer vision
applications. In recent years, person search has drawn much
attention that aims to find target persons in pedestrian images
matching to a given query person. Person search is com-
posed of two problems of person detection and person re-
identification, where the person detection is the task to find
the bounding boxes of persons in images, and person re-
identification is the task to find the detected person images
with the same identity to a query person. Therefore, compared
to person detection and person re-identification tasks, person
search is a relatively challenging task but have more impacts
in diverse applications.

There have been many research works for person search,
however, researchers have usually focused on how to extract
useful features for persons during the training phase while
often neglecting the context information in gallery images.
Most of the existing person search methods simply obtain
the matching results according to the similarities of person
appearance features. Moreover, they do not embed the person
appearance completely due to the lack of training data in a
variety of human poses and camera view directions. Since the
matching scores usually depend on the appearance features
of persons, existing person search methods suffer from the
outliers.

In this paper, we propose a matching refinement algorithm
for person search in the test phase. We first investigate the
context information in terms of the similarities among the
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Fig. 1: Comparison between the conventional person matching
and the proposed context-based matching.

candidate persons in gallery images. Then we refine the initial
matching between a query and target persons by augmenting
the initial feature similarity using the per-computed context in-
formation in gallery images. Fig. 1 compares the conventional
matching process and the proposed one for person search.
Whereas the conventional person search methods compare
a query person to each person detected in gallery images
independently, the proposed algorithm compare all of the
detected persons in the query images and the gallery images
to each other and exploit their relationship as context cues to
improve the matching performance.

II. RELATED WORKS
A. End-to-End Methods

Deep neural networks for person search have been devel-
oped where the person detection and person re-identification
tasks are jointly trained in an end-to-end manner. Xiao et al. [1]
first introduced an online instance matching concept to effec-
tively train person search network using labeled and unlabeled
person identities together. Zheng et al. [10] performed diverse
experiments using state-of-art person detection and recognition
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methods, and proposed a confidence weight similarity metric
to incorporate the detection scores into the similarity measures
of person identities. Chen et al. [2] utilized a hierarchical
relationship between person detection and re-identification to
reduce the conflict of the two tasks and guide the network
to discriminate the features of persons from the background.
Chen et al. [4] also decomposed person embeddings into the
norm and angle to reduce the conflict of person detection
and re-identification tasks. Tian et al. [3] introduced key-point
detection and instance segmentation as a multi-task manner
to jointly train the network to be more robust to occlusion
and pose variation. Zhong et al. [5] alleviated the occlusion
problem by refining the occluded bounding boxes and aligning
the partial body parts for matching. Shi et al. [6] utilized
unlabeled persons with incomplete annotation by assigning
temporal pseudo labels to unlabeled persons with similar
appearances to labeled identities. Munjal et al. [8] proposed a
query-guided region proposal network where the query images Whereas the existing methods that utilize the context prior
are used to re-weight the features from gallery images. observed in a single query image or a pair of query and
gallery images, the proposed method estimates a new context
priority embedded across the gallery images. We investigate
the matching context in term of probabilistic similarities
In two-step approach, person detection and re-identification =~ among the detected persons in the gallery images, and utilize
networks are separately trained to avoid the conflicting prop- them to refine the initial matching scores of the query person
erty between two tasks. Chen et al. [12] predicted the mask to the candidate persons in the gallery. Flg 2 visualizes the
map hlghhght]ng the person regions to give more attention to COHCCpt of context-based matching refinement that the target
the features of persons while suppressing background features. ~ persons yielding high similarities to the positive samples of
Han et al. [14] refined the initially detected bounding boxes of @ given query person are assigned increased similarity to the
persons according to a re-identification loss to include more query person.
informative regions. Dong et al. [13] used the query person
images to guide the proposal network to filter out the persons
not similar to the query person and provide reliable matching We first compute the initial similarities s(g;, g;) between
candidates for person re-identification. Wang et al. [15] solved ~ the i-th and j-th persons in the gallery set G using the cosine
the inconsistency problem between the person detection and ~similarity. For each person g;, we generate a positive set P(g;)
re-identification by utilizing a mixed training set for the person ~ including the persons of top-k similarities to g; that are highly
re-identification which contains the person images cropped by — regarded to have the same identity to g;. We empirically set

not only the ground truth bounding boxes but also the detected  aS k=3.
bounding boxes. We then compute the matching context p(g;, g;) between g;

and g;, defined as

Fig. 2: Concept of matching context. The test query is denoted
by the star, and the candidate persons in gallery images are
denoted by the circles, respectively, in the feature space. The
dotted circles represent a distance threshold for matching. The
person in triangle is used as a context cue to match the green
circle to the query person.

III. PROPOSED METHODS

B. Two-Step Methods

A. Matching Context in Gallery Images

C. Context-based Person Search Methods p(gi, 9j) = Z s(g5,91) - p(9x]9:), (1)

Few existing methods successfully enhanced the person 91EP(9:)

search performance by using the context information of im- where

ages. Yan et al. [17] interpreted the relationship between two p(grlgi) = exp(s(gi, 9x)) ) )
persons on a graph where the nodes and edges are defined by Zglep(gi) exp(s(9i, 1))

the detected persons and their similarities. Dai et al. [7] applied
the uniqueness prior that all persons in the same image have
different identities to assign pseudo labels to the unlabeled
persons due to incomplete annotation for training. Li et al. [9]
applied a bipartite matching algorithm to enforce the persons B. Matching Refinement
appeared in the same query image not to match the same
person in the gallery according to the uniqueness prior during
a test. Hantao et al. [16] designed a new similarity measure
between a query person and a target person in the gallery
which provides a low value when the target person has a high 5(qi, 95) = s(qi, 95) + @ Z p(9k,95) - plgkla).  B)
similarity with any neighboring person to the query person. e €P(q:)

Note that p(g;, g;) yields a high value up to 1 when g; provides
high similarities with the positive samples of g;. It means that
g; is contextually correlated to g;.

Based on the estimated matching context between the
persons in the gallery, we compute an augmented similarity
5(gi, g;) for a given query person ¢; and g; € G as
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CUHK PRW
mAP Top-1 | mAP Top-1
Original | 914 924 | 399 675
NAE
Proposed | 914 924 | 437 68.1
Original | 90.2 912 | 36.1 64.7
HOIM
Proposed | 90.2 91.2 | 404 654
Original | 93.7 945 | 435 685
SeqNet
Proposed | 93.8° 943 | 492 714

TABLE I: Comparison of quantitative performance.

The contextual priority weight « is empirically set to 5.0. Note
that the augmented similarity 5(g;, g;) reflects the appearance
similarity between ¢; and g; as well as the matching context
priority between g; and each positive sample gp € P(q;)
considered to have the same identity to the query ¢;.

IV. EXPERIMENTAL RESULTS
A. Datasets

We used CUHK-SYSU [1] and PRW [10] dataset to evaluate
the performance of person search. CUHK-SYSU dataset con-
sists of 18,184 images with total 8,432 different labeled person
identities and 96,143 annotated bounding boxes. The images
are captured at real streets and extracted from movies. This
dataset uses various gallery sizes where the existing person
search methods use the default gallery size of 100. PRW
dataset consists of 11,816 video frames captured by fixed
cameras located at six different positions. It has 932 differ-
ent labeled person identities and 43,110 annotated bounding
boxes. Both datasets are split into training and test sets, and
the proposed method works in the test sets that include the
query and gallery images. Fig. 3 visualizes the probability
distributions of the number of persons with a same identity
in CUHK-SYSU and PRW datasets, respectively. We see that
PRW dataset has relatively larger numbers of persons in a
same identity compared to CUHK-SYSU dataset.

B. Evaluation Metrics

The mean average precision (mAP) and top-k score have
been used as the standard metrics to evaluate the quantitative
performance of person search. mAP reflects both of the
precision and recall scores of matching. Top-k score represents
at least one of the estimated top k persons matching to the
query is a true matching.

C. Performance Comparison

We compare the performance of the proposed person search
method with that of the three recent state-of-the-arts methods:
NAE [4], HOIM [2], and SeqNet [9]. As shown in Table I,
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Fig. 3: Probability distributions of the number of persons
having a same identity in CUHK-SYSU and PRW datasets.
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Fig. 4: Performance of person search with varying hyper-
parameters: (a) k£ and (b) «.

the proposed method significantly improves the performance
of the state-of-the-art methods on PRW dataset, however,
no performance gain is observed on CUHK-SYSU dataset.
As plotted in Fig. 3, CUHK-SYSU dataset yields relatively
smaller numbers of persons with a same identity and therefore
provides less context information compared to PRW dataset.

Fig. 5 visualizes the matching results of the proposed
method on PRW test dataset, which shows that the pro-
posed method successfully finds the persons in gallery images
matched to the query persons.

D. Performance with Hyper-Parameters

We conduct the ablation study using the multi-view gallery
of PRW dataset to select the two hyper-parameters of the
proposed method: k£ and a.

The hyper-parameter k determines the initial positive set
which mainly affects the matching context computation and
the matching refinement. As shown in Fig. 4 (a), we have
the best performance when using £ = 3. The small values
of k£ make the proposed method extract the matching context
information from only too similar samples. In contrary, the
high values of k& make the proposed method include false
negative samples to be considered as positive samples.

Fig 4 (b) visualizes the impact of the ratio of matching
context weight a to update the similarity between the query
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s

Fig. 5: Qualitative results of person search on PRW testset. (a) Test queries. (b d) The results of top-3 best matching persons to
the test queries, respectivelyi. The detected persons are localized by the bounding boxes where the true positives are highlighted

in green.

person and detected gallery persons. The best performance is
achieved when a = 5.0.

V. CONCLUSION

We proposed a novel matching refinement algorithm for
person search using context information in gallery images. We
compared all the detected persons in the gallery images to each
other and used their relationship as an effective context cue to
augment the initially computed similarity between the query
persons and target persons. Experimental results demonstrated
that the proposed method is applicable to existing state-of-the-
art person search methods and further improves the matching
performance significantly in terms of mAP and top-1 on PRW
dataset.
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