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Abstract—Near infrared (NIR) image can capture the scene 

in the low light condition without noise unlike RGB. 
Therefore, it has been widely used in low light vision problems 
and is often fused with its RGB counterpart for RGB image 
enhancement. However, there can be some situations that an 
RGB image can be hardly captured like extremely low-light 
condition. To cope with this problem, researches to convert 
NIR image to RGB have been recently conducted based on 
deep learning networks. These methods show a good 
performance relatively, but they have some limitations of 
performance. In this paper, we propose a deep network to 
colorize multi-band NIR images to RGB using our new 
dataset. The proposed method attempts to exploit the 
correlation between individual NIR band and RGB by using 
multi-band NIR images. It can successfully colorize the multi-
band NIR images using two-branch structure and the 
constraint of the proportional gradient between NIR and 
RGB. 

I. INTRODUCTION 

An NIR image usually captures the light of 
wavelengths between 700nm and 1000nm in the form of a 
single channel and it has been widely used for night-vision 
enhancement as it can capture the details and textures of 
the scene without noise even in the low-light condition 
unlike an RGB image which contains a large amount of 
noise. Also, based on its reflective characteristics, it can be 
also used for dehazing foggy scenes and agriculture and 
biology domains. Therefore, there have been conducted so 
many studies to fuse NIR and RGB images for enhancing 
details or textures of an RGB image and for noise removal 
[1, 2, 3, 4]. 

However, although NIR images contain textures and 
details that are not available to RGB, there are still some 
performance limitations to be applied to human visual 
perception or computer vision algorithms successfully as 
NIR images are invisible and are different from the RGB 
luminance channel. Therefore, some researches to colorize 
NIR images to RGB using deep learning have been 
conducted recently and show good performances to some 
extent [5-13]. 

 However, these methods still have a fundamental 
limitation in that the conversion of NIR to RGB is a highly 
under-constrained problem. It requires some prior 
information for further improvement. In this paper, we 

consider the correlation between NIR and RGB signals 
that exists on structural domain such as gradient. NIR and 
RGB images are more closely correlated to each other on 
high frequency bands rather than low-frequency. 
Therefore, learning this correlation jointly with color 
information can boost up the performance of NIR-to-RGB 
conversion.   

Also, estimating 3-channel RGB image from a 
single channel NIR is an ill-posed problem and the 
correlation between individual NIR bands and RGB 
spectrums is hardly considered for NIR-to-RGB 
conversion. We try to learn this correlation 
effectively with a deep network by choosing three 
NIR bands.  

In this work, we address a novel NIR to RGB 
conversion method that uses the NIR-RGB correlation that 
exists on gradient domain and jointly learns the structural 
and color information of RGB images. Also, we propose a 
novel dataset that consists of multi-band NIR and RGB 
images pairs to learn the correlation on the spectrum 
domain. In summary, the main contributions of the paper 
are summarized as follows. 

 
 We propose a novel two-branch network architecture 

that jointly learns structural and color relationship 
between NIR and RGB images. 

 The proposed network architecture reflects the 
correlation between NIR and RGB gradient images to 
the loss as an additional constraint.  

 We introduce a new dataset that contains multi-band 
NIR and RGB image pairs that enable us to learn the 
correlation between NIR and visible spectrum. 

II. RELATED WORK 

A. NIR image colorization 

Colorizing NIR images to RGB ones can significantly be 
helpful for night vision applications, but researches were 
hardly conducted in a non-deep-learning way because of its 
severe ill-posed property. With the development of deep 
learning, the colorization of NIR images to RGB has been 
actively researched recently. There are some previous 
works that use CNN. [6] used a deep convolutional 
network and Laplacian pyramid, and [7] used a S-shaped 
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CNN to acquire clear RGB images around edges. Recently, 
GAN-based techniques have been proposed. [15] proposed 
a triple-GAN architecture to estimate R, G, B channels 
separately, and the works such as [5, 11, 13] proposed 
CycleGAN based methods to acquire visually rich-quality 
images. GAN-based methods can be effective to relieve the 
misalignment problem between NIR-RGB pairs when NIR 
and RGB image pairs are separately captured and mis-
aligned. However, they are hard to be converged and can 
also produce unnatural artifacts on texture regions. [16] 
proposed a method to colorize the multi-band NIR image 
based on the transfer matrix estimation. It utilizes the color 
checker to estimate the conversion matrix and requires a 
gray image as well as multi-band NIR images as an input. 
However, the conversion performance is quite degraded 
without the gray input, which is a reasonable scenario.  

B. Correlation between NIR and RGB 

Although RGB and NIR images have quite different 
characteristics and they are captured on different spectral 
bands, they share similar structural information. As shown 
in Fig. 1, NIR and RGB images are different from each 
other especially in low-frequency components, but high-
frequency components like edges and structures are 
relatively more similar than low-frequency. However, as 
described in [14], there is inherent discrepancy of 
structures between NIR and RGB such as gradient 
magnitude variation, gradient direction divergence, 
gradient loss, shadow and highlight by flash. In [14], the 
authors tried to overcome this problem using the pixel-wise 
scale map obtained by solving the optimization problem. It 
originally targets to restore the noise-free RGB image 
using NIR as a guidance. This NIR-RGB correlation is 
reflected to the cost function of the proposed deep neural 
network.  

III. THE PROPOSED METHOD 

A. Dataset  

We captured hyperspectral images between 700nm and 
1000nm’s wavelengths with SPECIM FX-10E 
hyperspectral camera [17] and synthesized NIR-RGB 
image pairs corresponding to the NIR-RGB 4 channel 
camera’s spectral response curve. Out dataset consists of 

102 training NIR-RGB image pairs and 8 testing NIR-RGB 
image pairs. For multi-band NIR images, we selected three 
NIR bands whose wavelengths are 780nm, 850nm, and 
940nm, similar to [16]. Some sample images of our dataset 
is shown in Figure 2.  

B. The Proposed Network Architecture 

The proposed overall network architecture is illustrated 
in Fig. 4. It is based on the U-Net [18], which effectively 
learns the features of local and global regions using 
iterative up- and down-sampling. We construct each 
convolutional block with dense connections to prevent the 
information from disappearing. The encoder structure is 
the same as the baseline U-Net, but we construct multi-
decoders (two branch) to generate both the gray and RGB 
images. One branch learns structural information by 
recovering a gray image from the feature extracted from 
the NIR input and the other learns color information by 
restoring an RGB image from the encoded feature. Two 
decoders are connected with the cross-branch loss which 
calculates SSIM (structural similarity) between the outputs 
o f  t w o  b r a n c h  n e t w o r k s .  I t  i s  e x p r e s se d  b y 

𝐿௖௥௢௦௦ି௕௥௔௡௖௛ =
1

𝑀
෍ 0.1 ∗ [1 − 𝑆𝑆𝐼𝑀൫𝐼௚௥௔௬

௜ , 𝑟𝑔𝑏2𝑔𝑟𝑎𝑦(𝐼መோீ஻
௜ )൯]

ெ

௜ୀଵ

     (1) 

where 𝐼መோீ஻ is the reconstructed RGB image of the ground-
truth, 𝐼ோீ஻  and M is the number of the training images in the 
dataset. 

Figure 1. Comparison between NIR and RGB images 

Figure 2. Some samples of our dataset 

Figure 3. Overall diagram comparison of multi-band and single-
channel NIR colorization  
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The correlation measure between NIR and RGB on the 
gradient domain is also integrated into the proposed network. 
After the gray image is recovered, the pixel-wise scale map 
is obtained using 3-layer convolution blocks from its 
gradient version, and it is pixel-wisely multiplied to the 
original gray image’s gradient. Finally, the resulting 
weighted gradient of the gray image is compared to the input 
NIR gradient. The gradient loss is given by 

𝐿௚௥௔ௗ௜௘௡௧ =
1

𝑁
෍ ቚ∇𝐼𝑁𝐼𝑅

𝑖 − 𝑠 ∗ ∇𝐼෨𝑔𝑟𝑎𝑦
𝑖

 ቚ

ே

௜ୀଵ

                                        (2) 

where 𝑁 is the number of pixels for images, 𝑠 is the pixel-
wise scale map, and ∇ indicate the sobel gradient operator. 

For the structure branch net, the loss compares its output 
with the gray version from the generated RGB, and is given 
by 

𝐿௦௧௥௨௖௧ =
1

𝑀
෍ 0.1 ∗ [1 − 𝑆𝑆𝐼𝑀൫𝐼௚௥௔௬

௜ , 𝐼መ௚௥௔௬
௜ ൯]

ெ

௜ୀଵ

                      (3) 

For the RGB branch net, the loss measures the error of the 
RGB output, and is given by 

𝐿௖௢௡௧௘௡௧ =
1

𝑁
෍ห𝐼ோீ஻

௜ − 𝐼መோீ஻
௜ ห

ே

௜ୀଵ

                                                     (4) 

(𝑓𝑜𝑟 𝑓𝑖𝑟𝑠𝑡 1,500 𝑒𝑝𝑜𝑐ℎ𝑠)  

𝐿௖௢௡௧௘௡௧ =
1

𝑀
෍ 0.1 ∗ [1 − 𝑆𝑆𝐼𝑀൫𝐼ோீ஻

௜ , 𝐼መோீ஻
௜ ൯]

ெ

௜ୀଵ

                       (5) 

(𝑓𝑜𝑟 𝑙𝑎𝑠𝑡 2,500 𝑒𝑝𝑜𝑐ℎ𝑠) 
                                       

Finally, the total loss function is as follows. 
𝐿௧௢௧௔௟  = 𝐿௖௢௡௧௘௡௧ +  𝐿௦௧௥௨௖௧ + 𝐿௖௥௢௦௦ି௕௥௔௡௖ + 𝐿௚௥௔ௗ௜௘௡௧     (6)   

IV. EXPERIMENTAL RESULT 

The proposed network was trained with our proprietary 
datset, which consists of 110 NIR/RGB pairs. Among  
them 102 NIR/RGB pairs were utilized for training, and 8 
pairs were for evaluation. We trained both our model and 
comparison methods for 4,000 epochs. Fig. 5 shows the 
visual comparison of the colorized results. The proposed 
method achieves the best color reconstruction quality 
among the methods while restraining noises. In Table 1, 
the performance of the proposed method is quantitatively 
compared with the existing methods. Feeding three NIR 
band images makes a high-quality RGB conversion rather 
than a single NIR channel for the two existing networks as 
well as the proposed. This means that it is effective to 
leverage the NIR-RGB correlation on spectral domain. 
Also, the proposed method accomplishes a higher color 
restoration quality than the existing methods for three 
visual quality measures as listed in Table 1. Note that the 
angular error is a measure for color reproduction quality. 

V. CONCLUSION  

In this paper, we proposed a deep network with two-
branch decoder and NIR-RGB correlation constraint on the 
gradient domain to effectively colorize multi-band NIR 
images. Also, we built a new dataset for NIR-RGB 
conversion. Utilizing multiple NIR band images enables 
the network to learn the correlation between NIR and RGB 
effectively, leading to the further improvement of the 
colorization performance. Also, the proposed network 
generates a gray image which provides an additional 

Figure 4. The proposed overall network architecture, which consists of one encoder and two decoder branches for generating gray and 
RGB images. 
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regularization on the consistency between NIR and RGB 
gradient domains. Experimental results show the 
superiority of the proposed network quantitatively and 
qualitatively. 
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