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Abstract—Photographs taken by smartphones and camera
devices are generally compressed using JPEG by default when
they are saved. If such an image is edited, it is decompressed
and processed, and then recompressed through JPEG. Therefore,
an edited image must be compressed by JPEG more than
once. Using this characteristic, a forensic technique has been
studied to detect image tampering by detecting distortions caused
by double compression. In our previous study, to analyze the
JPEG compression history using a convolutional neural network
and (CNN), we observed a histogram calculated from the low-
frequency components in 8× 8 sized blocks of images having a
pixel resolution of 512×512. However, there have been no detailed
considerations regarding the range of observed histograms or the
selection of DCT coefficients used to extract the features from
a given image. In this study, we first examine the range of his-
tograms to measure the usefulness of the classification of double
JPEG-compressed images, and then examine the classification
accuracy by increasing the number of DCT coefficients observed
in the low-to mid-frequency components. Our experiment results
indicate that [−40, 40] is an appropriate range for observing a
histogram, and the selection of DCT coefficients strongly depends
on the image size because of the difference in the amount of useful
statistical information available.

I. INTRODUCTION

Owing to the recent advancements made in computers and
smartphones, image editing has become an easy and popular
task. However, this has also caused a new problem known as
image forensics, in which a malicious party can intentionally
modify images to mislead other reviewers. It is therefore
necessary to investigate forensic techniques when analyzing
for traces of image modification.

The use of a fragile watermark is one of the methods
applied to detect processed images. If an embedded watermark
is broken, the image is considered to have been processed.
However, this technique requires the watermark information
to be embedded into the image beforehand. It is therefore
difficult to detect images processed through techniques that
are in wide use today.

In general, images taken with digital cameras and smart-
phones are compressed within the device using JPEG. When
a JPEG image is processed, the compressed data are first de-
compressed and then edited. The image is then recompressed.
Therefore, an edited image must be compressed more than
once. Owing to the nonlinear and lossy operations applied by
a JPEG compression algorithm, the distortion characteristics
of single and double JPEG compressed images differ. By

analyzing the traces in a given image, the double JPEG
compression detection method can classify whether the image
has been compressed twice [1]. The objective of this research
is to classify a given JPEG image that has been compressed
one or more times.

In a previous study [2], an image with a pixel resolution of
512×512 was converted from RGB into YCbCr components,
as used in JPEG compression, where each component was
divided into 8 × 8 sized blocks, the Y component was trans-
formed using a discrete cosine, and a histogram was created
using specific DCT coefficients and trained through a CNN [3].
We detected compression twice using this process. To detect
the processing of a portion of an image, it is necessary to
detect a smaller image. The smaller the image applied, the
more difficult it is to detect the use of a conversion process.
However, we did not check how much the accuracy will
decrease. In addition, we did not check the range of histograms
that should be observed or which DCT coefficients should be
used to create histograms for achieving a higher accuracy.

In this study, we first varied the range of the histogram to
determine the change in accuracy. Next, to reduce the loss
of accuracy, we experimentally adjusted the parameters and
verified the components that are beneficial to the process. We
then checked for the presence of parameters that depend on
the image size and other parameters. Finally, to the training
data, we added images that were processed by an attacker
to reduce the traces of image processing. We hypothesized
that this method will be able to detect such images. We also
assumed that the attacker would use a median filter and tested
this hypothesis experimentally.

II. PRELIMINARIES

A. JPEG Algorithm

JPEG compression considers two features of the human
eye. First, the human eye can recognize the low-frequency
components of the image brightness in detail, whereas it
is insensitive to the high-frequency components. Second, it
has the ability to recognize the brightness of an image in
detail, while being insensitive to changes in color. Using these
two characteristics, the data are compressed by eliminating
the high-frequency regions and color-difference components
of the image. The JPEG compression process is shown in
Fig. 1. First, the RGB components of the color image are
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Fig. 1. JPEG algorithm.

converted into YCbCr components, and each component is
divided into blocks with a pixel resolution of 8 × 8. Second,
the CbCr component is reduced according to the settings, and
the Y component is subjected to a discrete cosine transform
(DCT). Third, the data are quantized using a quantization
table. Finally, entropy coding is applied to create compressed
data. [4], [5]

B. Histogram of DCT coefficients

In this study, we used the histogram of the DCT coefficients
in an image compressed using JPEG for detecting traces
of double compression. This section describes the creation
of a histogram. First, the RGB components of an image
are converted into YCbCr components. Next, the luminance
component is divided into non-overlapped blocks with a pixel
resolution of 8× 8, and each block is then transformed using
DCT. The DCT coefficients are converted into integers through
a rounding-off operation, whereas each DCT coefficient is
quantized using the integer step size specified in the JPEG
algorithm. To create a histogram, we focus on one coordinate
in the 8 × 8 sized blocks and count the occurrence of the
DCT coefficient values. For example, when focusing on the
coordinate (i, j) of the DCT coefficients, a frequency of −8.3
becomes −8 when rounded into an integer. The histogram of
the DCT coefficients in an image is symmetric with zero mean
and smaller values appearing toward the outside.

C. Distortions of Double Compression

We describe how the DCT coefficients change during the
double-compression process. Once an image is compressed by
JPEG, each DCT coefficient F (i, j) in each block is quantized
by the quantization step QQF (i, j), which is specified by
a standardized quantization table and a given quality factor
(QF ). After the first compression with QF1, the quantized
DCT coefficient F 1(i, j) becomes a multiple value of the
quantization step QQF1

(i, j). When the second compression
is applied with QF2 6= QF1, the quantization step QQF2

(i, j)
is different from the first, QQF1(i, j), which causes a change
in the distribution of the histogram.

For instance, the histogram of a single JPEG compressed
image is shown in Fig. 2, and that of a double JPEG com-
pressed image is shown in Fig. 3, where QQF1(i, j) = 4 and
QQF2

(i, j) = 3. The occurrence becomes zero at F 2(i, j) = 6,

Fig. 2. Histogram of F 1(i, j) compressed using QQF1 (i, j) = 4.
.

as shown in Fig. 3. This is because 4, 8 divided by 3 equals
1.33 · · · , 2.66 · · · , rounded off to 1,3, and when multiplied
by 3 equals 3, 9; therefore F 1(i, j) = 4 quantized by 3
equals F 2(i, j) = 3, and F 1(i, j) = 8 quantized by 3 equals
F 2(i, j) = 9. Thus, if the relationship QF1 < QF2 holds, the
histogram contains zero values and distortion occurs.

Conversely, if the relationship QF1 > QF2 holds, the his-
togram does not contain zero values. However, the histogram
does contain some unnaturally large values.

For instance, consider the case where QQF1
(i, j) = 3 and

QQF2
(i, j) = 4. F 1(i, j) = 6 and F 1(i, j) = 9 at the first

quantization are divided by 4 at the second quantization, so
they become 1.5 and 2.25, and both are rounded to 2, and
miltiplied by 4 equals 8. As a result, the value of F 2(i, j) =
8 in the histogram after second quantizations becomes very
large, which is a distortion of the histogram.

In addition, when the JPEG images are decompressed,
rounding to the nearest integer is applied. One of the steps
in the decompression process is to convert the DCT coeffi-
cients into RGB. First, the DCT coefficients are converted
into YCbCr components through the inverse discrete cosine
transform. The YCbCr components are then converted into
RGB components. At this time, the RGB component contains
a small number of pixels. However, the RGB components are
represented by integers from 0 to 255, and therefore need to
be converted into integers. If the relationship QF1 = QF2

holds, the histogram is not distorted by quantization, but the
histogram is distorted by integer rounding.

Thus, depending on the relationship between the first and
second QF , the histogram will be distorted. By capturing this
distortion as a feature, the CNN is trained.

When a JPEG image is edited, the file is decompressed into
an RGB color space by rounding the pixel values into integers,
and is recompressed through JPEG after a modification of
the image. Hence, the distortions include the above-mentioned
changes, as well as the rounding errors during decompression.
Owing to the presence of nonlinear artifacts, it is possible to
detect traces of double JPEG compression.
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Fig. 3. Histogram of F 2(i, j) compressed using QQF1 (i, j) = 4 and
QQF2

(i, j) = 3.

Fig. 4. The method for detecting double compression using a CNN and a
histogram of DCT coefficients.

III. CONVENTIONAL METHOD

In [2], this study assumes that the image is saved in JPEG
as the original and that the image is also saved in JPEG when
it is processed.

A. CNN-based Analysis

In [2], a method for detecting double compression using a
CNN and a histogram of DCT coefficients of JPEG images
was proposed. The process flow image is shown in Fig. 2 and
described in the following section.

1) The RGB components of the training image are con-
verted into YCbCr components.

2) The Y component is divided into blocks with a pixel
resolution of 8 × 8, and a discrete cosine transform is
applied for each block.

3) A histogram is created from the DCT coefficients ob-
tained using the DCT coefficients in the position corre-
sponding to a specific quantization step [6].

4) A CNN is trained using a one-dimensional vector of
serially concatenated histograms.

5) Whether the compression occurred once or twice is
classified using the trained CNN.

In [2], 30,000 single- and double-compressed JPEG im-
ages were used during the experiment. The pixel resolution

Fig. 5. Standardized quantization table and the selected positions for analysis
using a conventional method [2].

of the image was 512 × 512. Five types of histograms of
DCT coefficients are produced from the observation of the
values within the range of [−50, 50] at a quantization step
size of {12,14,16,22,24}. As shown in Fig. 5, there are two
coordinates for a step size of {12,22} and three for {14,16,24},
which are located among the low-frequency components. Ow-
ing to the use of multiple coordinates, statistical analyses of the
quantized DCT coefficient can be conducted more accurately
than the others. For example, in an image with a pixel
resolution of 512×512, there are 4096 8×8 pixel-sized blocks,
and the total numbers of DCT coefficients corresponding to
the quantization step sizes {12,22} and {14,16,24} are 8192
and 12288, respectively.

Each histogram obtained above is normalized and concate-
nated as a single vector before being input into a CNN-
based classifier. Because the histogram is created from DCT
coefficients within the range of [−50, 50], the length of each
histogram is 101, and the total length of the vector is 505. The
CNN-based classifier is composed of eight layers, as shown
in Fig. 6. It takes a one-dimensional vector as input, applies a
convolution and maximum pooling twice alternately, and then
passes through two fully connected layers during the output.
The convolution layer uses 100 different filters. The filter size
is 3 × 1, and the stride, the interval used to slide the filters,
is 1. The pooling layer applies maximum value pooling with
a filter size of 3 × 1 and a stride of 2. The data obtained
are converted into 1D, passed through a fully connected layer,
and output as a zero or 1 in the output layer. A value of zero
indicates a single compression, whereas a value of 1 indicates
dual compression.

B. Problem

The classification accuracy of the method in [2] was evalu-
ated using only images with a pixel resolution of 512× 512.
To detect the manipulated parts in an image, it is necessary to
accommodate smaller images. It is clear that the classification
accuracy decreases as the image size decreases because the
total number of DCT coefficients used for the histogram
decreases.

To maximize the performance, some parameters of the
previous method should be managed. For instance, histograms
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Fig. 6. Structure of the CNN used in the previous study.

were created from the values of the DCT coefficients within a
range of [−50, 50], despite the validity of the range not having
been evaluated.

Some quantization steps in the low-frequency component
appear multiple times. Therefore, the histogram is created
from the DCT coefficients corresponding to the positions of
{12,14,16,22,24} in the quantization table. In terms of the
accuracy of each histogram, the selection of such positions is
better than that of the other coefficients. However, the other
coefficients may retain useful information for the classification
tasks. It has yet to be verified whether the selection of the other
DCT coefficients contributes to an increase in the classification
accuracy.

Therefore, in this study, we conducted experiments for
the following three points, i.e., changes in the classification
accuracy when the image size is reduced, when the range
of the histogram is changed, and when increasing the DCT
coefficients used in the histogram.

IV. PROPOSED METHOD

It is clear that the classification accuracy decreases when
conventional methods are applied to smaller images. The
objective of this study is to maximize the classification ac-
curacy with respect to the following two points. One is the
range of the histogram, and the other is the selection of the
frequency components. We also considered supervised datasets
for training the CNN-based classifier.

A. Range of Histogram

In the conventional methods mentioned in Section III, each
histogram is produced from the values of the DCT coefficients
within the range of [−50, 50]. The wider the range of the
histogram, the more information that is input into the CNN-
based classifier. It is therefore expected that, the wider the
range of the histogram, the higher the accuracy. In a previous
study, because the range of the histogram was fixed, the
dependency of the classification accuracy was not investigated
with respect to the difference within this range. It is necessary
to verify the optimal range of the histogram and the image
size. Therefore, the range of the histogram was changed to
verify the change in the classification accuracy.

B. Frequency Components

Because of a lower visual importance, high-frequency com-
ponents are divided by larger step sizes during quantization to
reduce the number of data used in the JPEG compression.
Therefore, it is difficult to extract useful information from
the histogram of high-frequency components because most
of the values are zero. Thus, as a suitable approach, the
DCT coefficients can be selected from the low-and middle-
frequency components when considering the values of the
quantization step size.

In addition to the above generic characteristics of DCT coef-
ficients, the targeted frequency components are selected for the
following reasons when applying a conventional method. As
shown in Fig. 5, the step size at those frequency components
appears more than once, and hence, the number of samples for
a statistical analysis is larger than that of the other components,
which appear only once.

However, as a general case, the more information that is
input into the CNN, the higher the accuracy. Hence, to collect
as much useful information as possible, the other frequency
components should be included in the input. This can be easily
realized by increasing the number of histograms for more
DCT coefficients from among the low-and middle-frequency
components.

Here, we need to consider the difference in the number of
samples collected from the DCT coefficients. For instance,
the step sizes at the colored positions in Fig. 5 appear two
or three times, whereas the others appear only once. The
difference in the samples at each histogram causes a difference
in the reliability of the data accuracy for the classification task.
Owing to the use of a CNN-based classifier, the difference in
reliability reflects the weight values in a neural network. It is
therefore sufficient to train a CNN-based classifier through a
feature vector concatenated using histograms.

Excluding the colored positions in Fig. 5, we select six
additional positions from the low-frequency components with
step sizes of {10, 11, 13, 17, 18, 19}, and calculate the
corresponding six histograms from the DCT coefficients at
those positions. Furthermore, from the middle-frequency com-
ponents, six positions with step sizes of {26, 29, 35, 37, 40,
49} are selected to calculate the histograms. For convenience,
the original five histograms are called the R1 region, the
additional six histograms from the low-frequency components
are the R2 region, and six histograms from the middle-
frequency components are the R3 region. Figure 7 illustrates
those three regions with different colors: red is R1, orange is
R2, and blue is R3.

C. Supervised Datasets

The proposed method can be used to detect the double
compression of JPEG images with high accuracy. However,
an attacker will modify an image to avoid leaving traces of a
modification or double compression. A possible flow of such
modification would be as follows. First, an original image is
taken by a camera device and is automatically compressed
in the device using JPEG. An attacker then decompresses the
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Fig. 7. Three regions of the selected positions. Red is R1, orange is R2, and
blue is R3.

image and modifies it in some way. Finally, the modified image
is recompressed using JPEG. Namely, between the first and
second compressions, the attacker will be able to conduct a
filtering operation to reduce the traces of double compression.
This operation degrades the classification accuracy of the
proposed method. In this study, we assume that the attacker
applies a median filter.

The traces of double compression will still be involved in
such a modified image. Therefore, in this study, we hypoth-
esized that it is possible to detect the traces if the modified
images as well as the images created only through all double
compression are used for training the proposed CNN-based
classifier. To test this hypothesis, we created a training model
with and without the modified images and evaluated the
classification accuracy.

V. EXPERIMENTAL RESULTS

A. Environment

The PC environment and software versions for the simula-
tions conducted in this study are listed in Table I.

TABLE I
PC ENVIRONMENT USED FOR THE SIMULATIONS.

CPU AMD Ryzen 7 3800X
RAM 64GB (DDR4-3200)
GPU Nvidia GeForce RTX2080 SUPER (8GB)
OS CentOS 8.3.2011

Python 3.7.6
tensorflow 2.1.0

keras 2.3.1

In total, 30,000 single-compressed images and 30,000
double-compressed images were used in the experiment. All
images were taken from [7]. The ratio of training to validation
was 4:1, i.e., 24,000 images were used for training and
6000 images were applied for validation. A total of 30,000
images were used for the testing. The numbers of QFs used
for compressing these images were randomly selected from
among the following set: {70, 75, 80, 85, 90, 95}.

Fig. 8. Comparison of accuracy with respect to the range of the histogram.

We prepared 5 image sizes, i.e., N × N : N = {512, 256,
128, 64, 32}, and conducted a total of 15 experiments. The
image was resized by cropping it at the center of the original
image. In this way, we examined how the accuracy changes
depending on the number of histogram types, that is, the
number of DCT coefficients used in the histogram. We also
examined how these differences affect the results when the
image size is reduced.

In this study, we used the ”accuracy” as an evaluation
index of CNN training and ”binary cross entropy” as a loss
function. Here, ”accuracy” refers to the percentage of correct
answers, which is the probability that the trained model will
be able to correctly distinguish whether the image has been
compressed one or more times. The CNN model is trained by
iteratively applying training and validation processes at each
epoch. During training, the model is updated by calculating
the ”accuracy” and ”loss” on the training data. Subsequently,
the trained model is validated on data that differ from the
training data. The iteration of the processes ends when the
validation loss does not increase for 15 consecutive epochs.
Each experiment was conducted 10 times, and the average
accuracy was calculated.

B. Classification of Double Compression

First, the range of the histogram [−T, T ] is changed into
the following four types: T = {20, 30, 40, 50}. The accuracy
is shown in Fig.8. The classification accuracy improved as
the range expanded. However, the accuracy does not improve
proportionally with the same slope, and the slope decreases
within the range from [−40, 40] to [−50, 50], suggesting a
small improvement in accuracy within a range of larger than
[−40, 40].

The number of epochs applied is shown in Fig. 9. As shown
in Fig. 9, the larger the range of the histogram is, the smaller
the number of epochs. This is because the larger the range
of the histogram is, the greater the number of data, which
makes it easier to capture the features of modifications and to
finish the learning process quickly. However, there is not much
difference between epoch numbers of [−40, 40] and [−50, 50].
Therefore, the time required for learning is not expected to
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Fig. 9. Comparison of the number of epochs with respect to the range of the
histogram.

Fig. 10. Comparison of accuracy between different types of histogram and
different image sizes.

dec‘rease even if the range is wider. The larger the range of
the histogram is, the longer it takes to create. For these reasons,
based on the results under our experimental conditions, we can
state that the range of [-40, 40] is suitable.

Next, within a histogram range of [−40, 40], we evaluate
the classification accuracy for five image sizes N × N of
N = 512, 256, 128, 64, 32} and three regions of frequency
components ({R1, R1+R2, R1+R2+R3}). The simulation re-
sults are presented in Fig. 10.

As expected, the accuracy decreases with a decrease in the
image size because the amount of information input into the
CNN decreases. In the simulation results shown in Fig. 10, for
N ≥ 128, the classification accuracy is higher with fewer types
of histograms, and for N ≤ 64, the classification accuracy is
higher with a larger number of histogram types. First, for N ≥
128, the results are contrary to the expectation that increasing
the number of types of histograms can increase the amount
of information input to the CNN and improve the accuracy.
When the image size is large, R1 is sufficient for learning,
whereas R1+R2 or R1+R2+R3 may hinder the classification.
In addition, for N ≤ 64, the number of pixels is small and
the amount of information is less than that of a large image
size, thus increasing the number of histograms to increase the
amount of information is considered to increase the accuracy.

C. Median Filtering Forensics
First, we examined the classification accuracy of the

median-filtered images using the trained model described in
Section V-B. In this experiment, we used median-filtered
images as a double-compressed image of the evaluation data.
This experiment assumes that the attacker applies a median
filter between the first and second compressions to reduce
the traces of double compression. The simulation results are
presented in Fig. 11. As expected, a considerable decrease in
accuracy was observed in the results. Overall, the accuracy
decreases by approximately 20% from the results detailed in
Section V-B. The results also show that the loss was quite
high, ranging from 5 to 20 in all cases, whereas the loss was
approximately 0.1 with the approach described in Section V-B.
The loss is measured along with the accuracy when evaluating
the function shown in Section V-A. It becomes larger when
the inferred value and the correct answer are far apart. In
other words, the smaller the loss is, the better the classification
accuracy. If the loss is between 5 and 20, the model does not
function correctly.

Fig. 11. Accuracy of evaluations involving median-filtered images using the
trained model described in Section V-B.

Next, we added median-filtered images to the training data
described in Section V-B. Subsequently, the same evaluation
data as in the previous experiment were used for the evalua-
tion. The training data consisted of 30,000 single-compressed
images and 15,000 double-compressed images, as indicated in
Section V-B, along with 15,000 double-compressed images
with median filtering. The simulation results are presented
in Fig. 12. The classification accuracy is much higher than
that described in Section V-B. The experiment results show
that the accuracy in the case of R1+R2+R3 is larger than
that of the other cases. This indicates that the use of more
DCT coefficients is effective for images with reduced traces
of modifications.

By adding the training data with median-filtered images,
the accuracy of the classification can be improved, thereby
confirming the validity of our hypothesis. Even if the traces
of double compression are reduced through the filtering op-
eration, the CNN-based classifier still classifies the double-
compressed image by predicting the operation applied by the
attacker.
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Fig. 12. Accuracy of evaluations involving median-filtered images using the
trained model applied in this experiment.

We also evaluated the classification accuracy of the non-
filtered images for the CNN-based classifier trained on the
median-filtered images. The simulation results are presented
in Fig. 13. This indicates that the classification is highly
accurate. However, the accuracy is slightly lower than that
of the classifier trained using images with median filtering.
This indicates that applying only the learning model obtained
through this study will not provide the best accuracy in the
detection of modifications under any cases.

Fig. 13. Accuracy of evaluations of non-median-filtered images using the
trained model.

A possible solution to this problem is to combine the
two learning models obtained through this study with that
described in Section V-B. For example, it is possible to create
a learning model with better accuracy by applying ensemble
learning. The classification of median-filtered images using
the learning model described in Section V-B results in a fairly
high loss. We expect this feature to be successfully applied to
ensemble learning.

In addition, if we know in advance whether the target image
has been median filtered, we can select a model with high
accuracy for evaluation. Therefore, we can consider a method
for finding modifications after detecting traces of the median
filter, as studied in [8].

VI. CONCLUSIONS

In this study, we evaluated the range of histogram and DCT
coefficients that are effective for the analysis of a double
compression detection method when applying a histogram
with a CNN, as described in a previous study. Using the
optimal range of the histogram obtained from the results,
the number of DCT coefficients observed in the low-to-mid
frequency components was increased to investigate the classi-
fication accuracy of the JPEG compression history. As a result,
the range of the histogram was considered to be appropriate at
[−40, 40]. In the simulations applying this range, the accuracy
was higher with fewer types of histograms for larger sized
images, and higher with more types of histograms for smaller
sized images.

We also conducted experiments under the assumption that
a median filter was applied to reduce the traces of double
compression. The classification accuracy can be improved by
adding images that have been preprocessed using the assumed
operations.
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