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Abstract—This paper proposes a routing method based on
the multi-armed bandit algorithm for in-network caching. In-
network caching is a technology that enables intermediate routers
to store contents in their cache. Thus, users can download
the contents from the routers in addition to original content
servers. This feature can save network resources and reduce
response time. The proposed method applies multi-armed bandit
algorithm, which is one of reinforcement learning, to route
selection of the routers, where we consider the routers as players
in a multi-armed bandit problem. In the proposed method,
each router forwards content requests to appropriate output
ports based on rewards calculated by the multi-armed bandit
algorithm. Through simulation experiments, we show that the
cache hit rate is improved by about 10% while suppressing the
increase in the average hop counts, compared with a shortest
path algorithm.

I. INTRODUCTION

The Internet has been used as a communication infrastruc-
ture that enables end-to-end information transmission such as
e-mail and file transfer. In recent years, however, various kinds
of applications such as high-quality video distribution, Internet
of Things, and social networking services rapidly developed,
and their traffic has become dominant of the Internet traffic.
In this way, services and environments required by people
are constantly changing. The number of devices connected to
networks and data traffic are expected to increase further in
the future.

To accommodate the increasing traffic, in-network caching
has been considered [1]. In-network caching enables routers
in a network to store contents passing through them in their
cache. Users can download the contents from the routers
in addition to original content servers when requesting the
contents. As a result, high responsivity and adaptability can
be achieved.

In general, when a user requests a content, the shortest path
from the user to the corresponding original content server is
used as a routing path. In this case, cached contents are not
fully utilized because the probability that requested contents
are cached on the path is low. In order to utilize the caching
mechanism, some routing methods have been proposed in the

past [2], [3]. In this paper, we propose a multi-armed bandit-
based routing method. The multi-armed bandit problem [4]
is one of problems in reinforcement learning. It aims to
maximize the reward by repeating exploration and exploitation
for multiple target objects. The proposed method applies multi-
armed bandit algorithms to routing for in-network caching.
In the proposed method, we consider each router as a player
in the multi-armed bandit problem and the router learns the
optimal routing path to each content. When receiving a content
request, each router forwards the request to an appropriate
output port that is likely to be connected to a router having the
requested contents, based on the reward of each output port.
By doing so, the proposed method is expected to enhance the
cache hit rate and reduce the number of hops to download
contents. In this paper, we show the performance of the
proposed method through simulation experiments.

II. MULTI-ARMED BANDIT PROBLEM

As shown in Fig. 1, the multi-armed bandit problem models
the behavior of a person playing multiple slot machines [5].
The player chooses one slot machine per trial, and then gets a
reward by pulling the arm of the slot machine. For each slot
machine, the reward follows a certain probability distribution,
which is not known by the player. Therefore, the player needs
to estimate the probability distribution from trial results to
maximize the reward obtained from the multiple candidates.
Therefore, in the multi-armed bandit algorithm, the player
performs exploration and exploitation [6]. Exploration is the
operation that selects an arm in some way and evaluates
its value based on the resulting reward. Exploitation is the
operation that selects the arm with the highest evaluation value.
For example, in Fig. 1, the player selects slot machine 1
when performing exploitation. The probability distributions
of the slot machines are estimated by iteratively updating
their evaluation values based on the rewards obtained from
exploration and exploitation. In the following, we describe
algorithms for exploration and exploitation that are commonly
used in multi-armed bandit problems.
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Fig. 1. Multi-armed bandit problem.

• ϵ-greedy algorithm: The most straightforward multi-
armed bandit algorithm is the ϵ-greedy algorithm [7].
In this algorithm, the player performs exploration with
probability ϵ and exploitation with probability 1 − ϵ
(0 < ϵ < 1). In the case of exploitation, the arm with
the highest evaluation value is chosen. In the case of
exploration, one of the other arms is randomly chosen. In
this paper, we set ϵ = 0.1 because 0.1 is generally used
for the multi-armed bandit problem.

• UCB1 algorithm: The UCB1 algorithm [8] defines a UCB
score, which is an evaluation criterion combining the
expected reward and its uncertainty of each arm. The
player selects the arm with the highest UBC score. The
UCB score for each arm i is given by

Ui = µ̂i +

√
2 log s

ni
, (1)

where µ̂i denotes the expected reward for arm i, s denotes
the total number of choices for all arms, and ni denotes
the number of choices for arm i so far. In (1), the second
term is a correction based on the confidence level of
the expected reward for each arm as determined by the
number of times that each arm is selected.

III. PROPOSED METHOD

The proposed method aims to enhance the cache hit rate
by applying the multi-armed bandit problem to the routing
problem for in-network caching-enabled networks. Specifi-
cally, the proposed method deals with each router in a network
as a player in the multi-armed bandit problem. Each router
considers its output ports as the arms and uses a multi-
armed bandit algorithm such as the ϵ-greedy algorithm and
the UCB1 algorithm to select appropriate output ports for
incoming content requests.

A. System model

Fig. 2 represents the system model assumed in this paper.
Let F denote a set of contents. There exists an original server
that has all the contents in the network. For simplicity, we
assume that the sizes of all the contents are the same. Let
R denote a set of routers, each of which can store at most
C copies of the contents in its cache. Let Ni denote a set
of neighboring routers of router i ∈ R (i.e., a set of output
ports). Each router has a table that holds the expected reward
for each combination of contents and neighboring routers.

When requesting a content, a user sends a content request
to the original server through the routers and basically obtains

Fig. 2. System model.

it from the original server. In the case where the requested
content is stored in the cache of a router along the routing
path, it can be retrieved from there and then is sent to the
user. When the content is downloaded, each router along the
downloading path to the user can replace it with their cached
contents according to a cache replacement policy such as Least
Frequently Used (LFU).

B. Routing method based on multi-armed bandit algorithms

In the proposed method, a user sends a content request
to the nearest router when requesting a content as shown
in Fig. 3. The router receiving the content request checks
whether it has the corresponding copy of the content in its
cache. If the router has the content copy (i.e., cache hit), it
sends back the requested content to the users. If the router
does not have the content copy (i.e., cache miss), it forwards
the content request to one of neighboring nodes based on the
multi-armed bandit algorithm discussed later. By repeating this
procedure, the user can retrieve the requested contents. Note
that in the case where there are no content copies in routers,
this procedure increases the hop count of the content request.
To overcome this problem, the proposed method forwards the
content request to the original content server when the hop
count becomes over a certain value T .

We explain this procedure with an example shown in Fig
3 where the user requests content A. Let us assume that T
is set to 2 and router 4 has the copy of content A. First,
the user sends a content request for content A to the nearest
router (i.e., router 1). Router 1 receives the content request and
checks its cache. However, router 1 does not have content A.
Thus router 1 selects one of the neighboring routers based on
the multi-armed bandit algorithm, and then sends the content
request to the selected router. We here assume that router 3 is
selected. When router 3 receives the content request, it checks
its cache. Because the router 3 does not have content A, it
forwards the content request to the next router based on the
multi-armed bandit algorithm. We here consider two cases. In
the case where router 3 forwards the content request to router
4, which has a copy of content A, router 4 sends back the
copy to the user. On the other hand, in the case where router
3 forwards the content request to router 5, which does not
have a copy of content A, router 5 sends the content request
to the original server. This is because in this case, the hop
count of the content request becomes 3 ( > T = 2). The
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Fig. 3. Example of the proposed method.

original server sends the content to the user when receiving
the content request.

C. Applying multi-armed bandit algorithms to the proposed
method

In this paper, we apply the ϵ-greedy algorithm and the UBC1
algorithm to the proposed method. In the proposed method,
when a router receives a content request, it selects an output
port (a neighboring router) to forward the content request
based on the expected reward of each output port, using the
multi-armed bandit algorithms. Each router i ∈ R has the
expected reward V c,j

i (t) for the combination of each content
c ∈ F and each neighboring router j ∈ Ni, where t denotes
the number of times that router i has forwarded the request of
content c to neighboring router j.

The cache hit rate and the number of hops required to
retrieve requested contents are important factors of routing
for in-network caching. Thus, in this paper, when a requested
content is downloaded, each router i along the routing path
updates the expected reward V c,j

i (t) for the combination of
the content c and the selected neighboring router j as follows:

V c,j
i (t+ 1) =

N c,j
i −1

N c,j
i

V c,j
i (t) +

1

N c,j
i

Rc,j
i (t+ 1), (2)

where N c,j
i denotes the number of times that router i has

forwarded requests for content c to neighboring router j so far.
Rc,j

i (t) denotes the reward that router i gets when the router
selects neighboring router j to download content c. Rc,j

i (t) is
given by

Rc,j
i (t) =

{
0.5 + 0.5/hi, in the case of cache hit
0.5/hi, otherwise,

(3)

where hi denotes the number of hops that it took from router
i to find the requested content.

In the proposed method, each router selects a neighboring
router based on the multi-armed bandit algorithm when re-
ceiving a content request. Specifically, if we use the ϵ-greedy
algorithm, one router is randomly selected from non-optimal
neighboring routers in the exploration phase. On the other
hand, in the exploitation phase, the neighboring router with
the highest expected reward is selected. If we use the UCB1
algorithm, the router selects the neighboring router with the
highest UCB score U c,j

i , which is given by

U c,j
i = V c,j

i (t) +

√
logN i,c

total

N c,j
i

, (4)

Fig. 4. Network topology.

where N i,c
total denotes the number of times that router i has

forwarded requests for content c so far.

IV. SIMULATION EXPERIMENTS

A. Model

In this paper, we conduct simulation experiments to evaluate
the performance of the proposed method. We use the network
shown in Fig. 4, which consists of 24 nodes (routers) and
43 bi-directional links. We assume that one original server
(red circle in the figure) and four users (blue circle in the
figure) are connected to different routers, which are randomly
selected. The content requests are generated from the users
according to Zipf’s law [9]. Specifically, the request fre-
quency of content c (c = 1, 2, . . . , |F|) is proportional to
f(c;α, |F|) = 1

cα /
∑|F|

k=1
1
kα where α is a bias parameter,

which is set to 0.8 in this paper. The number |F| of contents
is 1,000 and the sizes of all the contents are the same. The
cache size of each router is 50 contents. When a content is
downloaded, each router along the routing path replaces the
downloaded content with one of cached contents. As the cache
replacement policy, we use LFU. We collect 2,000 independent
samples from the experiments.

B. Results

Fig. 5 shows the cache hit rate of the proposed method using
the ϵ-greedy algorithm as a function of elapsed time, where
ϵ = 0.1. We assume that one content request is generated from
a randomly selected user per one time slot. The cache hit rate
at a time slot is defined by the number of samples where the
cache hit has occurred at the time slot over the total number
of samples. For the sake of comparison, we plot the result
of a shortest path method where each router selects shortest
paths to the original server in terms of the number of hops.
As we can see from Fig. 5, the proposed method improves the
cache hit rate by about 10% compared with the shortest path
method. This result indicates that each router becomes able to
select appropriate routes by repeating the trial.

Fig. 6 shows the average hop count of the proposed method
using the ϵ-greedy algorithm as a function of elapsed time,
where ϵ = 0.1. The average hop count is defined by the sum
of hop counts of the content requests in all the samples at the
time slot over the total number of samples. As shown in Fig. 6,
the average hop counts of the proposed method becomes small
as the time elapses. It is slightly higher than that of the shortest
path method.

Next, we examine the performance of the proposed method
when using the UCB1 algorithm. Fig. 7 shows the cache hit
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Fig. 5. Cache hit rate (ϵ-greedy).

Fig. 6. Average hop counts (ϵ-greedy).

rate of the proposed method using the UCB1 algorithm as a
function of elapsed time. From this figure, we observe that the
cache hit rate of the proposed method is higher than that of
the shortest path method, similar to the result in Fig. 5. Also,
Fig. 8 shows the average hop counts of the proposed method
using the UCB1 algorithm as a function of elapsed time. As
we can see from this figure, the average hop counts of the
proposed method becomes nearly equal to that of the shortest
path method with time elapses.

V. CONCLUSIONS

In this paper, we proposed a multi-armed bandit-based rout-
ing method for in-network caching. In the proposed method,
each router uses a multi-armed bandit algorithm to choose
routing path. Through simulation experiments, we showed
the performance of the proposed method using the ϵ-greedy
algorithm and the UCB1 algorithm. As future work, we will
examine cache replacement methods to enhance our routing
method.
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