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Abstract—Most face recognition algorithms achieve great per-
formances in small poses, but they are unable to extract intact
features for large-pose faces. In order to improve large-pose face
recognition, we propose a 3D landmark-based face recognition
system. We first extract RGB features from a face recognition
model. Then we predict 3D landmarks and facial pose degrees
via a projected 3DMM vector in the 3D landmark model. To
test images, we compute the distance of two RGB features and
rotate two 3D 68-point landmarks to the frontal view. If both
of two features are smaller than a threshold, we purport these
two images are from the same person. Compared to traditional
face recognition CNN methods, the proposed method not only
consider RGB features but 3D estimated landmarks. With this
information, we can achieve higher performance.

We conduct experiments on large-pose face datasets, CPLFW,
CFPFP and IJB-B. The results outperform the state-of-the-art
methods. We achieve recognition rate of 94.15% on CPLFW,
which is 1.02% higher than the Curricular Face [1], and 98.97%
on CFPFP, which is 0.6% higher than Curricular Face [1].
Compared to Curricular Face [1], our model reduces 13M
parameters usage and achieves 94.9% on IJB-B.

I. INTRODUCTION

The applications of face recognition system are broad.
Besides frontal view face recognition system, large-pose face
recognition system becomes a trend in real-world applications.
For example, immigration checkpoints and criminal identifi-
cation system. These systems require reliable performance on
large-pose face recognition. Due to plenty of face databases,
the performance of frontal-view face recognition has achieved
great success. However, the accuracy drops when the face
poses increase. This problem will affect the stability of face
recognition system. The problem of high pose face recognition
is the two features from the frontal image and the other
pose image are disparate. Current face recognition methods
mostly consider the design of loss functions to grapple with
the problem of large-scale facial images. For example, the
renowned loss functions of SphereFace [2], ArcFace [3] and
CurricularFace [1]. But we still notice their improvements
are restricted from the experimental results. The main issue
is these methods just examine the learned features from 2D
images.

We notice that utilize accurate 3D information can improve
performance of computer vision applications. Therefore, we
surmise the pivotal approach to ameliorate large-scale face
recognition is to project 2D facial images to 3D space. 3D
mesh estimation from a 2D RGB facial image is needed. We
can take an RGB-only image as input then get a 3D mesh of

Fig. 1: 3D facial landmark estimation from a 3D face mesh.

the target face then estimate corresponding 3D landmark. The
overall scenario is shown in Fig. 1. [4], [5], [6] proposed
CNN-based methods to predict 3D mesh from RGB image.
However, these methods lose the details of facial features when
estimating high-pose facial images. Therefore, the problem of
high-pose face recognition remains an unsolved problem.

In our work, we focus on solving the deficient performance
of face recognition in large poses. CNN-based methods for
RGB feature extraction are a good way to extract features,
but it is not powerful enough when testing on high-pose
images. As a result, we propose an innovative evaluation
protocol for face recognition. After traditional CNN-based
RGB feature extraction, we add another CNN-based model
for facial landmark estimation. With the proposed method,
we could obtain more information from single face image
compared to traditional feature extraction.

II. PROPOSED METHODS

The proposed system consists of three models, 2-stage facial
feature and face detection model, RGB face recognition model
and 3D facial landmark and reconstruction model.

A. Overall Scenario of Proposed Method

Fig. 2. shows the overview of the proposed architecture.
For the first face detection model, it inputs a RGB frame then
outputs the coordinates of faces. After cropping faces, Model
2 extracts RGB feature of faces. Meanwhile, we input the
cropped faces into Model 3. We can obtain head pose rota-
tion degree and estimated 3D landmark from Model3. Then
we acquire two features of the cropped faces, we compare
these two features by the proposed 3D landmark-based face
recognition evaluation protocol to distinguish whether the two
cropped faces are from the same person or not.
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Fig. 2: Overview of the proposed architecture.

B. Network Architecture

1) 2-Stage Face Detection Model: For the proposed face
detection model, we separate the scenario into two parts. The
first part is 5-point facial landmark extraction, and the second
part is bounding boxes detection. The purpose of stage-1 5-
point facial landmark extraction is to predict the landmark
position of facial features in the faces. When training the
proposed model, we use RGB frames as input and 2D 5-
point landmark as ground truth. We use AFLW [11] as training
dataset. For the learning framework, we use Mobile Net V1.
Since AFLW [11] contains 25,993 faces with ground truth
annotation of facial landmarks, our model can be trained well
to predict accurate facial landmark from unseen images with
the aid of the proposed loss function.

Loss Function for Stage-1 Model

arg minLs1(W ) =

√√√√ 1

n
×

n∑
i=1

(yp − yg)2 (1)

n is the total training images in a batch, yp is the prediction
of 5-point facial landmark, yg is the ground truth of 5-point
facial landmark of input image and W is all the weight in the
architecture.

With this 5-point facial landmark extraction model, we can
add 5-point facial landmark as additional ground truth to the
existing large face datasets for face detection. As shown in
Fig. 3, stage-1 model is trained to generate 5-point facial
landmark, then stage-2 can use the additional ground truth
to be trained to generate 5-point facial landmark and face
bounding boxes.

Fig. 3: The dataflow of 2-stage face detection model.

The purpose of stage-2 face detection model is to detect the
faces in the input image. We use WIDER FACE Dataset [7] as
training dataset. For training, we input RGB frames with the
ground truth of the corresponding coordinates of faces from

the original dataset. Moreover, with the aid of stage-1 model,
we generate 5-point facial landmark of WIDER FACE dataset
as an additional ground truth.

Loss Function for Stage-2 Model

arg minLs2(W )

= λ1

√√√√ 1

n
×

n∑
i=1

(yp − yg)2 + λ2

√√√√ 1

n
×

n∑
i=1

(zp − zg)2
(2)

In the Ls2 loss function, λ1, λ2 are weighting constants,
n is the total training images in a batch, yp is the prediction
of 5-point facial landmark, yg is the ground truth of 5-point
facial landmarks of input image, zp is the prediction of the
coordinates of bounding boxes, zg is the ground truth of
bounding boxes and W is all the weight in the architecture.

For the output of this model, we examine two conditions
to ensure performance. First, we evaluate the coordinates of
generated face boxes with ground truth. Second, we examine
whether there is a 5-point facial landmark in face boxes. With
the second requirement, we can improve the performance of
face detection for face in large poses, small scale or dark
illumination conditions.

C. RGB Face Recognition Model

The proposed Model 2 is RGB face recognition model,
which is used to extract RGB feature from the cropped face
from Model 1. The model inputs a cropped facial frame and
outputs the n-d feature vector. The output feature vector is an
array with many floating numbers in it. We use ResNet 50 as
model architectures. Inspired by Arcface loss function [3], we
utilize the most widely used loss function for face recognition
in the proposed face recognition system. Besides following the
Arcface loss function, we survey the best length of dimension
for the output vector from model. We do ablation study to test
four different lengths of output vector and test on LFW dataset.
Then we evaluate accuracy and comparison computational
time for each kind of output vectors. Ultimately, we decide
to use 512-d as output vector length, which depends on both
the performance of accuracy and comparison computational
time.
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Loss Function for Feature Extraction Model

arg minLArc(W )

= − 1

N

N∑
i=1

log
es(cosθyi+m)

es(cosθyi+m) +
∑N
j=1,j 6=i e

s(cosθyj )

(3)

In the LArc loss function, N is batch size, s is feature scale,
cosθyi means to get the angle between the feature xi and the
ground truth feature, m is the angular margin penalty on the
target (ground truth) angle θyi , j is j-th class number and W
is all the weight in the architecture.

D. 3D Facial Landmark and Reconstruction Model

The purpose of 3D facial landmark and reconstruction
model is to estimate the 3D information from 2D RGB images.
With the aid of estimated 3D face landmark and face mesh, we
can achieve better performance on high-pose face recognition.
Fig. 4 shows the proposed network structure for 3D facial
landmark prediction.

Fig. 4: The dataflow of the proposed 3D face reconstruction
architecture.

In this model, we use the cropped RGB face image from
proposed 2-stage face detection model as input then get two
outputs from the model. The first output is a 3D Morphable
Model (3DMM) vector of the corresponding input face. And
based on this 3DMM vector we get the estimated 68-point
3D facial landmarks. For fair comparison reason, since most
of face landmark estimation researches use 68 points, we
decided to use 68-point landmarks, which would not lead to
large increase of model parameters or run time. We design the
output 3DMM vector as a 233-d vector. The first 199-d is to
denote the facial shape parameters. And the next 29-d is for
the facial expression parameters. The last 5-d parameters are
the estimated rotation degree. The input RGB face image can
be projected into a 3D face mesh with the proposed 233-d
vector.

Details of 3D Face Mesh

S = S̄ +Aidαid +Aexpαexp (4)

The above equation is the function to generate a 3D
mesh from 2D facial images. S is the generated 3D face
reconstruction, S̄ is the average 3DMM vector of face. Aid
is the principal axes trained on the 3D face scans with neutral
expression from BFM [8], Aexp is the principal axes trained
on the offsets between expression scans and neutral scans
from FaceWarehouse [9], αid is the output of 199-d shape
parameters for facial shape, αexp is the output of 29-d shape
parameters for facial expression.

During training stage, the proposed model is trained to
fit the generated 3D face mesh with the ground truth 3D

face mesh. Therefore, we obtain the rotation degree of the
generated 3D face mesh. The last 5-d parameters store the
pitch, row, yaw rotation degree of the input face and the scale
factor and displacement.

Loss Function for 3DMM Estimation

arg minL3DMM (W ) = ‖4M−(Mg −M0)‖2 (5)

4M is the prediction of 233-d 3DMM vector, Mg is the
ground truth of 233-d 3DMM vector, M0 is the initial 233-d
3DMM vector.

Loss Function for 68-point 3D Landmark Estimation

arg minLLM (W ) =

√√√√ 1

N
x

N∑
i=1

‖ap − ag‖2 (6)

N is batch size, ap is the prediction of 68-point landmark,
ag is the ground truth of 68-point landmark and W is all
the weight in the architecture. We use Mobile Net V1 as
training framework. With the two proposed loss functions,
this model can output accurate 3D face reconstruction and
3D facial landmark from RGB images.

E. Rotation Matrix for 3D Facial Landmark

After extracting 3D facial landmark from the proposed
model, we rotate 3D facial landmark from profile images to
frontal view. There are three angles in Euler angles system.
In face and head system, we denote three directions as pitch,
roll and yaw angles.

We rotate 3D landmark from Model 3 to frontal view based
on the estimated angles on each X, Y, Z-axis. Pitch angle (α)
is the head rotation around the horizontal X-axis compare to
frontal face plane. Yaw angle (β) is the head rotation around
the vertical Y-axis. Roll angle (γ) is the rotation around the
Z-axis perpendicular to frontal face plane.

Rotation Matrix for 3D Landmarks on All X, Y, Z-Axis

RotationMatrix(α,β,γ) = RPitch(α) ·RY aw(β) ·RRoll(γ)
(7)

=

cosαcosβ cosαsinβ − sinαcosγ cosαsinβcosγ + sinαsinγ
sinαcosβ sinαsinβsinγ + cosαcosγ sinαsinβcosγ − cosαcosγ
−sinβ cosβsinγ cosβcosγ


(8)

Integrated Function to Rotate Angled Image to Frontal View[
x, y, z(FrontalImage)

]
= (9)

[RotationMatrixα,β,γ ]
−1 ∗

[
x, y, z(AngledImage)

]
(10)

After rotating angled facial landmark into frontal view facial
landmark, we need to evaluate difference between two identi-
ties. The way we evaluate two landmarks is that we compute
the difference of x, y, z value of each 3D landmark from two
identities.

Equation for Evaluating Difference between Two 3D Land-
marks

Different =

√
(ai − bi)2

204
(11)

a denotes the 3D facial landmark from the first identity, b is
the second identity and i is a length of 204 array. For the first
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68 points, they are the coordinates of X in 3D space, 69 to
136 points are the coordinates of Y, 137 to 204 points are the
coordinates of Z.

F. 3D Landmark-based Face Recognition Evaluation Protocol

We evaluate the two RGB features from the input RGB
testing pair as general methods. Our trait is we examine the
distance of two 3D landmarks to check whether these two
features are from the same person or not. For the RGB feature
comparison part, if the distance of two features is larger than
zero, we consider these two images are from two people.
For the 3D landmark comparison part, if the distance of two
landmark is larger than twenty, we consider these two images
are from two people. Otherwise, these two images are from
the same person.

III. EXPERIMENTAL RESULTS

A. Implement Details

The proposed face recognition architecture is implemented
under the open source Pytorch [10] deep learning framework.
We train and evaluate with NVIDIA GTX 1080 GPU with
8GB memory. The CPU is Intel Core i7-7800X 3.5GHz, and
the main memory is 32GB DDR4 RAM. In face detection
model, the batch size is 32, epoch is 250, learning rate is
0.001. In face recognition model, the batch size is 32, epoch is
30 and learning rate is 0.1. In 3D landmark estimation model,
the batch size is 32, epoch is 40 and learning rate is 0.001.

B. Training & Testing Datasets

For training models, in stage-1 face feature extraction
model, we use AFLW [11] to train model, which contains
25,993 images with 21-point landmark with faces in differ-
ent poses. In stage-2 face detection model, we use WIDER
FACE [7]. It consists of 32,203 images with 393,703 faces
labeled with face bounding boxes in different poses. In RGB
face recognition model, we use MS1MV2 [3], which contains
85,742 people and 5,800,000 images with mainly frontal view
images. And in 3D landmark estimation model, we use 300W-
LP-3D [12]. It includes 61,255 images with faces labeled 3D
68-point facial landmarks in different poses.

For testing models, we test in three random pose face
datasets, which are widely used to evaluate face recognition
performance. All of them contain face images in 0◦to 90◦.
First, Cross-Pose LFW (CPLFW) [13] dataset, it consists of
5,749 people with 13,133 images. Secondly, CFP FP [14]
dataset, it contains 500 people with 7,000 images. Lastly, IJB-
B [15] dataset, which has 1,845 people with 61,255 images.

C. Experimental Results on the Overall Face Recognition
System

We test our face recognition system, which consists of RGB
feature comparison and 3D landmark distance comparison, on
CPLFW, CFP FP and IJB-B dataset. There are total 6,000
testing pairs in CPLFW dataset, 7,000 testing pairs in CFP FP
dataset and 10,273 testing pairs in IJB-B dataset.

Table I shows the ablation study on the proposed 3D
landmark-based face recognition evaluation protocol. We first
test the result of face recognition model only. Then we test
combination of face recognition model and 3D landmark es-
timation model without rotation. Finally, we test combination
of face recognition model and 3D landmark estimation model
with rotating to frontal view.

In CPLFW dataset, we notice that overall face detection and
recognition system with rotation can improve 1.97% accuracy.
But if we don’t use rotation function, the performance only
improves 0.02%. Therefore, we prove that the proposed 3D
landmark estimation combined with rotation function can
improve the performance on face recognition for faces in
large poses. In addition, in CFP FP dataset, we notice that
without rotation, the accuracy only improves 0.01%. Then we
add rotation matrix into face recognition system, the accuracy
improves 0.5%. Finally, with the aid of face detection model
and 3d landmark estimation with rotation matrix, the final
accuracy improves 0.87% compared to RGB feature only.
For IJB-B dataset, we notice that after adding rotation matrix
into face recognition system, the accuracy improves 0.33%.
Finally, with the aid of face detection model and 3d landmark
estimation with rotation matrix, the final accuracy improves
2.43% compared to RGB feature only.

D. Comparison with the State-of-the-Art Methods

We compared our method with famous state-of-the-art meth-
ods in Table II. The results of the state-of-the-art methods
are from the corresponding papers. Our method achieves
1.02% accuracy higher than the best baseline on CPLFW
dataset. Compared to the best baseline, we obtain 0.6% higher
accuracy on CFP FP dataset. Since this dataset not only
contains high-pose facial images but blur images, our method
only improve 0.1% accuracy. However, it’s worth mentioning
that we achieve the same result with 13M parameter reduction.

IV. CONCLUSION

In this thesis, we proposed a method called 3D landmark-
based face detection and recognition system to improve the
performance on large-pose face recognition. We combine three
CNN models together for face detection, RGB feature extrac-
tion and 3D landmark and pose estimation. Besides, we also
introduce an innovative 3D landmark-based face recognition
evaluation protocol. Compared to the state-of-the-art methods,
we achieve 94.15% accuracy on CPLFW, which is 1.02%
higher than other methods. And we achieve 98.97% on CFP
FP dataset, which is 0.6% better than other works. And for
IJB-B dataset, we improve 0.1% and reduce 13M parameters
at the same time.
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