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Abstract—The recent rapid revolution in Artificial Intelligence
(AI) technology has enabled the creation of hyper-realistic
deepfakes, and detecting deepfake videos (also known as AI-
synthesized videos) has become a critical task. The existing
systems generally do not fully consider the unified processing
of audio and video data, so there is still room for further
improvement. In this paper, we focus on the multimodal forgery
detection task and propose a deep forgery detection method
based on audiovisual ensemble learning. The proposed method
consists of four parts, namely a Video Network, an Audio
Network, an Audiovisual Network, and a Voting Module. Given
a video, the proposed multimodal and ensemble learning system
can identify whether it is fake or real. Experimental results
on a recently released multimodal FakeAVCeleb dataset show
that the proposed method achieves 89% accuracy, significantly
outperforming existing models.

I. INTRODUCTION

The widespread use of smartphones, smart digital devices,
and social media has brought a vast amount of online audio,
image, and video content. At the same time, recent im-
provements in machine learning techniques have significantly
advanced the capabilities of multimedia (speech, audio, image,
and video) processing. Although it has brought convenience to
human life, this advancement has also created a new serious
problem, which is deepfake. Deepfake refers to digitally alter-
ing the media content, e.g., swapping the face of one person
with the face of another person in a video clip or altering the
person’s speech in an audio clip. Several applications of deep-
fakes have positive contributions to education, art, innovation,
movie or film production, artist/actor expression and criminal
forensics [1]. However, deepfakes can be potentially harmful
if used for malicious purposes, such as political denigration,
personal defamation, revenge porn, blackmailing someone or
to spreading misinformation [2].

Currently, many AI-based techniques allow users to easily
swap faces and expressions, alter lip movements, or morph
speech. For example, Face2Face [3], FaceSwap, DeepFakes

Fig. 1. A real sample and its various manipulated samples from the
FakeAVCeleb Dataset. Green audio waveforms represent real audio, while
red audio waveforms represent manipulated audio.

and Neural Textures [4] are well-known techniques for syn-
thesizing fake multimedia data. Deep generative models, such
as Generative Adversarial Networks (GANs) [5] [6] and Vari-
ational AutoEncoders (VAEs) [7], have been widely used
to generate high-quality forged data. Due to its very real
nature, fake multimedia data is increasingly difficult to dis-
tinguish from real data. Therefore, deepfakes can easily lead
to threatening results. How to effectively solve this problem
has become an emerging and important task.

Thus far, many machine learning approaches have been
proposed for forgery detection [8] [9] [10]. For example, many
algorithms are derived to detect forgery in images [8] [9] [4]
[11] [12] [13]. For speech, algorithms have been proposed
to distinguish between genuine and spoofed audio clips [14]
[15]. Similarly, for video, some algorithms toil to detect forged
video content [3] [16] [17] [18] [19] [12]. In this study, we
focus on the audiovisual video forgery detection task.

Current video forgery detection methods mainly focus on
behavior inconsistency, such as eye blinking [20], facial ex-
pression [21], head pose [22], lip movement [23], body motion
[24], and mismatch between left and right eyes [25]. Obvi-
ously, most of these existing methods are unimodal methods
using audio modality or visual modality. Moreover, most
public datasets focus more on visual manipulations than audio
manipulations. We argue that existing techniques may not be
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perfect designs for detecting multimodal manipulations.
In this work, we propose a novel multimodal and ensemble

learning system for forgery detection. The system consists
of four parts, a Video Network, an Audio Network, an
Audiovisual Network, and a Voting Module. The audio and
video networks are unimodal networks that process audio
and video data, respectively, to make real/fake predictions.
The Audiovisual Network, on the other hand, processes
multimodal (audio and visual) data for real/fake prediction.
Then, the decision-making module combines the predictions of
the above three networks to make the final real/fake prediction.

We test the proposed system on the recently released
FakeAVCeleb dataset [17]. Fig. 1 shows some samples from
the FakeAVCeleb dataset, including a real sample and its
various manipulations. Our experimental results show that the
proposed system outperforms the baseline [16] reported on the
same dataset, with a notable accuracy improvement of 11%
(from 78% to 89%). The key contributions of this study are
as follows:

• We propose a novel multimodal learning framework that
exploits audio and visual information for effective forgery
detection.

• We design an ensemble learning framework to combine
the predictions from audio-only, video-only, and audiovi-
sual networks.

• To the best of our knowledge, the proposed
system achieves state-of-the-art performance on the
FakeAVCeleb dataset.

The remainder of this paper is organized as follows. Section II
reviews related work. Section III presents the proposed system.
Section IV reports the experimental setup and results. Finally,
Section V provides the concluding remarks.

II. RELATED WORK

The word “Deepfake” is a coalesce of “Deep Learning” and
“Fake” and refers to the use of deep learning to synthesize fake
media data [1]. Deepfakes are the results of the manipulation
or fabrication of media data through AI techniques that have
proven difficult to distinguish between real and fake. The
notation of “deepfakes”, also known as AI-generated synthetic
media, made a splash in 2017 [1] [26], when forged media
content with the swapped faces of celebrities was shared on
the Reddit platform by an anonymous user with the account
“deepfakes” [5].

Because of the hyper-realistic quality made by the forged
media generation techniques [3] [27], manual detection of
forged media content becomes a challenging task [28] [29].
Therefore, the detection of fake media content has become an
important topic for researchers in the field of machine learning.
Many media forensics tools have been developed to identify
the authentication of media data, including images, video, text,
and audio, to identify fabricated or malicious intent [30] [31]
[32]. In this study, we focus our attention on the forgery video
(deepfake video) detection.

A. Unimodal Deepfake Detection

Most of the previous forgery video detection approaches are
unimodal, such as leveraging facial features [18], employing
image/frame-based analysis [18] [33] and exploring statistical
inconsistencies and visual artifacts for classification [34] [35].
In [36], forgery video detection is performed based on visual
artifacts, including illumination reflections, non-identical eye
colors, and missing and incomplete details in eye and tooth
regions. Moreover, [11] and [18], respectively, proposed high-
level and mesoscopic features, [12] adopted a capsule network,
[37] designed a XceptionNet, and [38] derived a two-stream
convolutional neural networks (CNNs) for forgery detection.
The above forgery video detection works mainly focus on the
video part, but audio information also plays an important role.
To identify speakers in audio, we often use automatic speaker
verification (SV) systems to check the speaker’s identity. If
the SV result is different from what is claimed, the audio
is assumed to be forged. However, it has been reported that
current SV systems are easy to deceive by manipulating the
audio signal [39] [40]. Several previous works have deeply
analyzed this problem and proposed potential solutions [14]
[41] [42].

B. Multi-modal Deepfake Detection

Learning using multiple modalities, such as audio, video,
and text, refers to multimodal learning. It has been demon-
strated that by leveraging information from both audio and vi-
sual modalities, better performance can be achieved compared
to using single-modality information [43] [44]. For forgery
detection, [45] proposed to check the consistency of affective
features extracted from the audio and visual information. Sim-
ilarly, [46] proposed a system that considers the dissimilarity
between audio and visual modalities for detecting deepfake
videos. Meanwhile, [47] proposed a joint audiovisual model
by exploiting the intrinsic synchronization between audio and
visual modalities to identify whether a given video is real or
not.

C. Deepfake Detection Datasets

Numerous datasets have been developed for video forgery
detection. Some well-known examples include FFW [48],
UADFV [49], DeepfakeTIMIT dataset [50], FaceForensics++
[51], Celeb-DF [52] , Google DFD [51], DeeperForensics [53],
DFDC [54], KoDF [55] and FakeAVCeleb [17]. Except for the
DFDC and FakeAVCeleb datasets, all other datasets contain
only visual manipulations, which makes them unsuitable for
audiovisual forgery detection tasks. The DFDC dataset con-
tains extreme environmental settings, such as low or bright
light issues, where sometimes the subject’s face is not facing
the camera. The FakeAVCeleb dataset is a multimodal, gender
and geographically balanced dataset with source videos taken
from the VoxCeleb2 dataset [56].

III. PROPOSED ARCHITECTURE

Fig. 2 illustrates the overview architecture of our system.
We tackle the problem of audiovisual forgery detection with
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Fig. 2. The proposed multimodal and ensemble learning system for forgery detection.

an ensemble learning technique that consists of a unimodal
Audio Network, a unimodal Video Network, a multimodal
Audiovisual Network, and a Voting Module. Given an input
video V , the system aims to predict whether it is real or fake.
In this section, we will discuss each part in detail.

A. Audio Network

The Audio Network is a unimodal neural network (NN) that
takes the Mel-spectral features of the audio extracted from the
input video and predicts whether the audio is real or fake.
In this study, the Audio Network is formed by a simple 2D
CNN consisting of four convolutional layers, each followed
by a ReLU activation function and batch normalization, as
shown in Fig. 3. The final convolutional block is followed by
an adaptive pooling layer, which is further followed by a linear
classifier that maps 64-dimensional features to 2-dimensional
output (real/fake).

B. Video Network

For the Video Network, we used the MesoNet [18], a frame-
based CNN video classifier, to predict whether a video is
real or fake. MesoNet comprises a small number of layers
that specifically exploit mesoscopic properties to detect forged
video content. It takes as input the frame fragments of a video

Fig. 3. The Audio Network, which is formed by a 2D CNN and designed to
predict whether the extracted audio in the video is real or fake.

and determines whether the video is fake or real by hard voting
the predictions of all frames.

C. Audiovisual Network

To jointly exploit the audio and visual modalities in a video
(V), we employed an audiovisual network in the proposed
system. The Audiovisual Network is a NN model that com-
bines the audio and video information in a late fusion manner.
Fig. 4 shows the architecture of the Audiovisual Network. As
shown in the figure, the network has two branches, the audio
branch and the visual branch. The audio branch is formed by
a 2D CNN and takes Mel-spectral features as input, while
the visual branch is formed by ResNet3D 18 [57] and takes
video frames as input. The outputs of the audio (E⃗a) and visual
(E⃗v) branches are combined via a fusion network to generate
the final predictions. The visual branch (ResNet3d 18 [57]) is
pretrained on the Kinetics dataset and then fine-tuned on the
FakeAVCeleb dataset.

D. Decision-making Module

The ensemble learning technique is a machine learning
method that combines predictions from multiple models for

Fig. 4. The Audiovisual Network. The audio branch is a 2D CNN, and the
visual branch is a ResNet3D 18 network. The outputs of the video branch
(E⃗v) and audio branch (E⃗a) are combined in a late fusion manner.
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better results [58]. As shown in Fig. 2, the decision-making
module combines the predictions from Audio Network, Video
Network, and Audiovisual Network to get the final pre-
diction. There are multiple ways to make the final decision.
Among them, hard voting is an intuitive way based on a
majority winning solution; on the other hand, soft voting
considers the average of multiple predictions. In the proposed
system, we simply employ hard voting to generate the final
predictions.

IV. EXPERIMENTS AND RESULTS

We present the experimental setup, training data preparation,
training hyperparameters, and results in this section.

A. Experimental Setup

1) Dataset: As mentioned earlier, we evaluated the
proposed system using the FakeAVCeleb dataset [17].
We selected this dataset for several reasons. First, the
FakeAVCeleb dataset contains manipulations in both the audio
and video modalities. Second, the dataset is gendered balanced
and racially/geographically unbiased. The dataset is divided in
four different categories i.e. FakeVideo-FakeAudio (FVFA),
RealVideo-FakeAudio (RVFA), FakeVideo-RealAudio
(FVRA) and RealVideo-RealAudio (RVRA). Moreover, the
latest deepfake generation and synthetic voice generation
techniques have been used to generate this dataset, including
faceswap, faceswap-wav2lip, fsgan, fsgan-wav2lip, real-time-
voice-cloning (RTVC), and wav2lip.

2) Data Analysis and Preprocessing: For better perfor-
mance, we preprocessed the FakeAVCeleb dataset. For video
data, although the videos in the FakeAVCeleb dataset have
been face-centered, we used a CNN based face extractor (a.k.a.
dlib [59]) to extract the face regions and ignore the rest
(e.g. shoulders or background). The extracted video frames
are then used as input to the Video Network and the video
branch of the Audiovisual Network. Instead of the entire video
sequence, we used a stack of video frames (25 frames) as
the video input. On the other hand, we extracted the audio
of each video at a sampling rate of 16kHz and stored it in
a WAV format. We then extracted the Mel-spectral features
as the input of the Audio Network and the audio branch of
the Audiovisual Network. We used the FakeAVCeleb dataset
to evaluate several detection systems, including unimodal
(audio-alone and video-alone), multimodal (audiovisual) and
the proposed ensemble systems. For a more comprehensive
evaluation, we constructed eight test sets. Testset-I is the
major test set that contains the same number of manipulated
videos from each category i.e. RVFA, FVFA, and FVRA
in the Fake class. Testset-II contains the same number of
video samples from each manipulation technique i.e. faceswap,
fsgan, faceswap-wav2lip, fsgan-wav2lip, RTVC, and wav2lip
in the Fake class. The remaining test sets are each based
on individual manipulation techniques, each containing the
same number of video samples from a specific manipulation
technique. To avoid bias, each test set contains 70 real videos
and 70 fake videos, which are not present in the training set.

TABLE I
TRAINING SETS OF DIFFERENT CLASSIFIERS COMPOSED FROM THE

FAKEAVCELEB DATASET

Classifier Class Category Samples Catg-Samples Training-Samples

Audio Network
Fake RVFA 430 9,841

18,669FVFA 9,411

Real FVRA 8,398 8,828RVRA 430

Video Network
Fake FVFA 9,411 17,809

35,618FVRA 8,398

Real RVFA 430 17,809RVRA 430 + 16,949

Audiovisual Network Fake
FVFA 9,411

18,239 36,411FVRA 8,398
RVFA 430

Real RVRA 430 + 17,742 18,172

Following the preprocessing steps for all the test sets, we
obtained 3,500 video frames; 1,750 of them are real and 1,750
are fake. Meanwhile, we obtained a total of 140 Mel-spectral
features, 70 for each class (fake and real).

3) Evaluation Metrics: For performance evaluation, we use
precision, recall, f1-score, and accuracy as evaluation metrics,

Precision =
TP

TP + FP
, (1)

Recall =
TP

TP + FN
, (2)

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
, (3)

Accuracy =
TP + TN

TP + TN + FP + FN
, (4)

where TP , TN , FP , and FN stand for True Positive, True
Negative, False Positive, and False Negative, respectively.

4) Training Hyperparameters: We trained all three classi-
fiers using the Adam optimizer with a learning rate of 0.001
and a cross-entropy loss. The batch sizes for training the audio
network, video network, and audiovisual network are 512, 64,
and 6, respectively.

B. Training Sets for Different Models

We used the FakeAVCeleb dataset for training; how-
ever, the training samples for three networks, namely
the unimodal Audio classifier, the unimodal Video clas-
sifier, and the multimodal Audiovisual classifier, are dif-
ferent. The FakeAVCeleb dataset has four main categories
of videos, namely FVFA (FakeVideo-FakeAudio), RVFA
(RealVideo-FakeAudio), FVRA (FakeVideo-RealAudio) and
RVRA (RealVideo-RealAudio). For binary classification, we
need to compose training sets for unimodal and multimodal
classifiers according to their respective requirements. The
training sets for these classifiers are shown in Table I.

1) Audio Network: As shown in Table I, we trained the
unimodal Audio classifier on a total of 18,669 audio samples,
9,841 from the fake class and 8,828 from the real class.
The real class includes videos of the FVRA and RVRA
categories because the audio modality is not manipulated in
these two categories, while the fake class includes videos of
the RVFA and FVFA categories because the audio modality is
manipulated in these two categories.
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2) Video Network: For the Video classifier, we considered
the videos of the FVFA and FVRA categories as the fake class
because the video modality in both categories is fake, and the
videos of the RVRA and RVFA categories as the real class
due to their real video modality in both categories. As shown
in Table I, there are only 860 training samples for the real
class (430 video samples in RVRA and RVFA, respectively),
but a total of 17,809 training samples for the fake class (9,411
video samples in FVFA and 8,398 video samples in FVRA)
in the FakeAVCeleb dataset. The number of training samples
for the two classes is extremely unbalanced. To overcome this
issue, we augmented the training samples of the real class with
16,949 video samples (shown as red in I) from the VoxCeleb1
dataset [60]. They are all real videos belonging to the RVRA
category. Finally, the number of training samples for each class
is the same. The unimodal Video classifier has trained on
a total of 35,618 video samples, with 17,809 training video
samples for each class (real and fake).

3) Audiovisual Network: In multimodal fake video detec-
tion, a video is considered fake if any modality of the video
is fake. Therefore, a video is considered real only if its audio
and video modalities are both real. The training samples for the
fake class include the video clips in FVFA, FVRA, and RVFA,
while the training samples for the real class only include the
video clips in RVRA. Again, the number of training samples
for the two classes is extremely unbalanced. As shown in Table
I (in red), we augmented the training samples for the real
class with 17,742 videos from the VoxCeleb1 dataset [60].
We trained two multimodal networks, namely the Audiovisual
network and the Freeze Audiovisual network, on a total of
36,411 video samples, with 18,239 video samples for the fake
class and 18,172 video samples for the real Class. The Freeze
Audiovisual network is a variant of the Audiovisual network
with some parameters fixed during training.

C. Results

1) Audio-only Detection Results: The audio-only detection
results evaluated on eight different test sets consisting of
various manipulation techniques are reported in Table II. From
the table, we note that the audio-only model (Audio Network)
performs well on the fsgan-wav2lip, RTVC and faceswap-
wav2lip test sets with accuracies of 0.98, 0.97 and 0.96,
respectively. The high accuracy on these test sets is because

TABLE II
AUDIO-ONLY DETECTION RESULTS

Test-Set type Class Precision Recall F1-Score Accuracy

Testset- I Real 0.73 0.97 0.83 0.81Fake 0.96 0.64 0.77

Testset- II Real 0.71 0.94 0.81 0.78Fake 0.91 0.61 0.74

faceswap Real 0.50 0.96 0.65 0.49Fake 0.40 0.03 0.05

faceswap-wav2lip Real 0.97 0.96 0.96 0.96Fake 0.96 0.97 0.96

fsgan Real 0.50 0.96 0.65 0.49Fake 0.40 0.03 0.05

fsgan-wav2lip Real 0.99 0.97 0.98 0.98Fake 0.97 0.99 0.98

RTVC Real 0.99 0.96 0.97 0.97Fake 0.96 0.99 0.97

wav2lip Real 0.71 0.97 0.82 0.79Fake 0.95 0.60 0.74

TABLE III
VIDEO-ONLY DETECTION RESULTS

Test-Set type Class Precision Recall F1-Score Accuracy

Testset- I Real 0.76 0.98 0.86 0.83Fake 0.97 0.66 0.79

Testset- II Real 0.82 0.98 0.90 0.88Fake 0.98 0.78 0.87

faceswap Real 0.84 0.99 0.91 0.90Fake 0.99 0.81 0.89

faceswap-wav2lip Real 0.98 0.99 0.99 0.98Fake 0.99 0.98 0.98

fsgan Real 0.95 0.99 0.97 0.97Fake 0.99 0.95 0.97

fsgan-wav2lip Real 0.99 0.99 0.99 0.99Fake 0.99 0.99 0.99

RTVC Real 0.50 0.99 0.66 0.50Fake 0.43 0.01 0.01

wav2lip Real 0.95 0.99 0.97 0.96Fake 0.99 0.93 0.95

their Fake class consists of video clips with manipulated audio.
For the Testset-I, wav2lip and Testset-II test sets, the Fake class
consists of video clips with or without audio manipulation; thus
Audio Network yields moderate performance with accuracies
of 0.81, 0.79 and 0.78. Audio Network performs poorly on the
faceswap and fsgan test sets, because the Fake class consists
of video clips with only video manipulation. Therefore, all
test video clips should be judged as Real by Audio Network,
and the model did get about 50% accuracy. The results of this
experiment show that the audio-only network can effectively
identify whether audio is manipulated, but can not detect visual
manipulation.

2) Video-only Detection Results: Table III shows the results
of the video-only network (Meso4) evaluated on the eight
test sets. We note a similar trend to the results of the audio-
only network: Video Network performs well on the fsgan-
wav2lip, faceswap-wav2lip, fsgan and wav2lip test sets, since
their Fake class consists of video clips with visual manipu-
lation. However, relatively poor performance is obtained on
the faceswap, Testset-II and Test-I test sets since the Fake
class includes video clips with or without visual manipulation.
The model has the worst performance on RTVC with 50%
accuracy, because the Fake class only contains video clips with
audio manipulation, while the visual parts are all real. The
results of this experiment show that the video-only network
can effectively identify whether the video is manipulated, but
can not detect audio manipulation.

3) Audiovisual Detection Results: Table IV shows the re-
sults of Audiovisual Network evaluated on the eight test sets.
For the faceswap-wav2lip, fsgan-wav2lip and RTVC test set,

TABLE IV
AUDIOVISUAL DETECTION RESULTS

Test-Set type Class Precision Recall F1-Score Accuracy

Testset- I Real 0.83 0.96 0.89 0.88Fake 0.95 0.80 0.87

Testset- II Real 0.71 0.96 0.82 0.79Fake 0.93 0.61 0.74

faceswap Real 0.49 0.96 0.65 0.49Fake 0.25 0.01 0.03

faceswap-wav2lip Real 1.00 0.96 0.98 0.98Fake 0.96 1.00 0.98

fsgan Real 0.50 0.96 0.65 0.49Fake 0.40 0.03 0.05

fsgan-wav2lip Real 1.00 0.96 0.98 0.98Fake 0.96 1.00 0.98

RTVC Real 0.99 0.96 0.97 0.97Fake 0.96 0.99 0.97

wav2lip Real 0.82 0.96 0.88 0.87Fake 0.95 0.79 0.86
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TABLE V
RESULTS OF THE FREEZE AUDIOVISUAL MODEL

Test-Set type Class Precision Recall F1-Score Accuracy

Testset- I Real 0.81 0.84 0.83 0.82Fake 0.84 0.80 0.82

Testset- II Real 0.75 0.84 0.79 0.78Fake 0.82 0.71 0.76

faceswap Real 0.54 0.84 0.66 0.57Fake 0.65 0.29 0.40

faceswap-wav2lip Real 0.66 0.84 0.74 0.90Fake 0.78 0.56 0.65

fsgan Real 0.66 0.84 0.74 0.70Fake 0.78 0.56 0.65

fsgan-wav2lip Real 0.98 0.84 0.91 0.91Fake 0.86 0.99 0.92

RTVC Real 0.81 0.84 0.83 0.82Fake 0.84 0.80 0.82

wav2lip Real 0.83 0.84 0.84 0.84Fake 0.84 0.83 0.83

the Fake class contains video clips with both audio and visual
manipulations. Therefore, Audiovisual Network performs best
on these three test sets. Similarly, the performance on Testset-I,
wav2lip and Testset-II is reasonable, with accuracies of 0.88,
0.87 and 0.79, respectively. However, the Audiovisual classifier
performs the worst on faceswap and fsgan with an accuracy
of 0.49. Since the Fake class of both test sets contains video
clips with only video manipulation, we believe that the poor
performance is due to the dominance of the audio modality in
the final prediction.

Additionally, we trained another Audiovisual network. We
froze the feature extractors of the audio and visual networks
and fine-tuned only the classifier part. Table V shows the res-
ults of the Freeze Audiovisual classifier evaluated on the eight
test sets. Comparing Tables IV and V, we can see that the
accuracy on faceswap and fsgan increased from 0.49 to 0.57
and 0.70, respectively, but the accuracy on the other test sets
dropped quite a bit. Since the Freeze Audiovisual classifier has
a more balanced performance than the Audiovisual classifier,
we believe that the Freeze Audiovisual classifier should be
used for ensemble learning.

4) Ensemble Learning Detection Results: The results of
the Ensemble classifier evaluated on the eight test sets are
shown in Table VI. Comparing Table VI with Tables II- V, it
is clear that the Ensemble classifier generally performs better
than the Audio-only network, Video-only network, Audiovi-
sual network and Freeze Audiovisual network. Among all the
classifiers, the Ensemble classifier performs best on 4 of the
8 test sets, including Testset-I, Testset-II, faceswap-wav2lip,

TABLE VI
RESULTS OF THE ENSEMBLE AUDIOVISUAL MODEL

Test-Set type Class Precision Recall F1-Score Accuracy

Testset- I Real 0.83 0.99 0.90 0.89Fake 0.98 0.80 0.88

Testset- II Real 0.82 0.99 0.90 0.89Fake 0.98 0.79 0.87

faceswap Real 0.64 0.99 0.78 0.72Fake 0.97 0.46 0.62

faceswap-wav2lip Real 0.99 0.99 0.99 0.99Fake 0.99 0.99 0.99

fsgan Real 0.81 0.99 0.89 0.88Fake 0.98 0.77 0.86

fsgan-wav2lip Real 1.00 0.99 0.99 0.99Fake 0.99 1.00 0.99

RTVC Real 0.82 0.99 0.90 0.89Fake 0.98 0.79 0.87

wav2lip Real 0.88 0.99 0.93 0.93Fake 0.98 0.87 0.92

Fig. 5. Comparison of the results of our models.

and fsgan-wav2lip. Obtaining the best performance on Testset-
I and Testset-II is an important indicator for selecting the
best method, since these two test sets cover fake videos of
all categories (RVFA, FVRA, and FVFA) through various
manipulation techniques. In addition, the Ensemble classifier
provides more balanced results than the Freeze Audiovisual
network, improving the accuracy to 0.72 and 0.88 on faceswap
and fsgan, respectively.

5) Comparison of our Models: Among the 8 test sets,
Testset-I is a main test set consisting of the same number of
video samples of all four video categories in the FakeAVCeleb
dataset, namely RVRA, RVFA, FVRA, and FVFA, while
Testset-II is another main test set consisting of the same
number of video samples from each manipulation technique,
including faceswap, faceswap-wav2lip, fsgan, fsgan-wav2lip,
RTVC and wav2lip. Fig. 5 shows the accuracy of five different
deepfake detection models evaluated on Testset-I and Testset-
II. As shown in the experiments above, Audio-Network
can accurately detect fake audio, but it is only effective
for detecting audio manipulation in video. Similarly, Video-
Network can accurately detect fake video, but it is only
effective for detecting visual manipulation in video. Since the
audio or visual parts in an input video may be altered, only
AudioVisual-Network, Freeze-AV-Network and Ensemble-
Network that can detect audio and visual manipulations in
the video can meet the needs of practical applications. While
AudioVisual-Network has higher accuracy than Freeze-AV-
Network, Freeze-AV-Network is more stable in detecting
various types of manipulations in video. Among all the five
models, Ensemble-Network performs the best on Testset-I and
Testset-II with an accuracy of 0.89.

6) Comparison of our Ensemble Model and other Models:
Finally, we compare our ensemble model with a variety of
existing unimodal, multimodal, and ensemble methods, as
shown in Fig. 6. All models were evaluated on Testset-I.
The detailed results are shown in Table VII. The Unimodal
VGG16 model trained on the visual modality outperformed all
other video unimodal methods in [16], but only achieved 0.81
accuracy. Xception achieved an accuracy of 0.76 by leveraging

1526



Proceedings of 2022 APSIPA Annual Summit and Conference 7-10 November 2022, Chiang Mai, Thailand

TABLE VII
RESULTS OF OUR ENSEMBLE MODEL AND SEVERAL EXISTING UNIMODAL, ENSEMBLE AND MULTIMODAL METHODS. THE DFD IN THE FIRST COLUMN

REFERS TO THE DEEPFAKE DETECTION METHOD. “V”, “A” AND “AV” STAND FOR VISUAL, AUDIO AND AUDIOVISUAL MODALITIES, RESPECTIVELY.

DFD Method Model Modality Class Precision Recall F1-score Accuracy

Unimodal [16] VGG16 V Real 0.6935 0.8966 0.7821 0.8103Fake 0.8724 0.7750 0.8208

Unimodal [16] Xception A Real 0.8750 0.6087 0.7179 0.7626Fake 0.7033 0.9143 0.7950

Unimodal [23] LipForensics V Real 0.70 0.91 0.80 0.76Fake 0.88 0.61 0.72

Ensemble (Soft-Voting) [16] VGG16 AV Real 0.6935 0.8966 0.7821 0.7804Fake 0.8948 0.6894 0.7788

Ensemble (Hard-Voting) [16] VGG16 AV Real 0.6935 0.8966 0.7821 0.7804Fake 0.8948 0.6894 0.7788

Multimodal-1 [16] Multimodal-1 AV Real 0.000 0.000 0.000 0.5000Fake 0.496 1.000 0.663

Multimodal-2 [16] Multimodal-2 AV Real 0.710 0.587 0.643 0.674Fake 0.648 0.760 0.700

Multimodal-3 [16] CDCN AV Real 0.500 0.068 0.120 0.515Fake 0.500 0.940 0.651

Multimodal-4 [45] Not-made-for-each-other AV Real 0.62 0.99 0.76 0.69Fake 0.94 0.40 0.57

Multimodal (ours) Ensemble AV Real 0.83 0.99 0.90 0.89Fake 0.98 0.80 0.88

only the audio modality. The LipForensics model used high-
level features in the form of lip movements and achieved an
accuracy of 0.76 due to unimodality (i.e., visual lip move-
ments). In [16], the authors reported results from various mul-
timodal and ensemble models, including Ensemble (soft- and
hard-voting), Multimodal-1, Multimodal-2 and Multimodal-
3. Despite exploiting both modalities, their multimodal and
ensemble models yield poor results. We trained the audiovisual
dissonance-based model in [45] on the FakeAVCeleb dataset.
The model (Multimodal-4) achieves 0.69 accuracy. It is clear
from Table VII that our ensemble model outperforms all
existing unimodal, multimodal and ensemble models with an
accuracy of 0.89. This is a new state-of-the-art performance
on the FakeAVCeleb dataset.

Fig. 6. Comparison of our ensemble model and several existing unimodal,
ensemble and multimodal models.

V. CONCLUSION

In this paper, we propose a novel ensemble learning tech-
nique for audiovisual deepfake detection. It aims to leverage
audio and visual manipulations in video clips for better forgery

detection. Furthermore, the proposed method uses decision fu-
sion for higher prediction performance. Our experiments show
that the proposed method achieve state-of-the-art results on the
FakeAVCeleb dataset, which is a recently released multi-modal
manipulation dataset. We believe that our work is a useful step
towards effective audiovisual deepfake detection. In the future,
we intend to use Transformer with other ensemble models for
effective forgery detection.
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