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Abstract—Quasi-harmonic models (QHMs) are effective meth-
ods for representing a speech waveform with frame-wise param-
eters and flexibly resynthesizing a speech waveform from them.
The original QHM methods analytically extract those parameters
by directly minimizing an error between resynthesized and
original speech waveform segments frame by frame. However,
such a frame-wise parameter extraction process suffers from
information loss between individual frames, causing the quality
degradation of a resynthesized speech waveform. In this paper, we
propose a sequence-wise parameter optimization method based on
back propagation (BP) by directly minimizing the reconstruction
error of a whole speech waveform. The proposed method is
capable of specifically compensating for the missing information
between frames by making the parameter extraction process and
resynthesis process consistent. We investigate the effectiveness
of the proposed method by conducting experimental evaluations
using real speech utterances. The experimental results demon-
strate that the proposed method achieves a great improvement
of the speech resynthesis quality, i.e., from 11.7 dB to 36.2 dB of
the signal-to-reconstruction error ratio and from 0.83 to 0.99 of
short-time objective intelligibility.

I. INTRODUCTION

Sinusoidal modeling has been intensively studied, which
represents a speech waveform as a sum of harmonic com-
ponents [1], with corresponding amplitudes and frequencies
parameters. Sinusoidal modeling compresses the speech wave-
form to the frame-wise parameters [2], possibly accelerating
the generation speed of neural vocoder and easily modifying
synthesized speech by changing the amplitudes and frequency
parameters of harmonic components. On the other hand, it is
well known that the speech waveform consists of voiced speech
and unvoiced speech, where the voiced speech is a quasi-
periodic signal while the unvoiced speech is a stochastic signal.
Therefore, simple sinusoidal modeling is hard to accurately
represent the speech waveform.

As one of the sophisticated speech waveform modeling
methods based on the sinusoidal model, the harmonic plus
noise model (HNM) [3] was proposed to represent the voiced
speech using harmonic components corresponding to an ini-
tially given fundamental frequency (f0) and the unvoiced
speech using noise components. HNM is capable of rep-
resenting a speech waveform with frame-wise parameters,
such as f0, complex amplitudes, and noise spectral envelope,
making it possible to achieve high-quality and flexible speech
modification [4]. Nevertheless, HNM is sensitive to f0, i.e.,

accurate f0 estimation is essential to resynthesize the speech
waveform with high quality. Thus, HNM needs to refine the
given f0 to achieve reasonably good resynthesis performance
[5]. Even so, using fully harmonic components to model a
speech waveform, which is not a fully periodic signal, remains
a considerable resynthesis error.

To address this issue, the quasi-harmonic model (QHM) [6]
is proposed to use quasi-harmonic components to represent
the voiced speech and unvoiced speech simultaneously with
a frequency correction mechanism, allowing to use not only
f0 but also individual frequencies of components as free
parameters. The individual frequency of each component can
be updated after extracting the frame-wise complex ampli-
tude parameter to get closer to the true value. Furthermore,
the adaptive QHM (aQHM) [7] is proposed to model the
amplitude- and frequency-modulated (AM-FM) signals more
accurately by replacing the original exponential part with a
non-stationary phase function, making the model adaptable
to the real time-varying phase in each frame. In most cases,
the amplitude modulation is usually not linear but cubical or
even higher order. Therefore, the extension of aQHM (eaQHM)
[8] is proposed and makes the model more matchable to the
nonlinear amplitude modulation. In this way, the amplitude
and frequency parameters can be accurately extracted in most
cases, with which the speech can be well resynthesized [9],
[10] and modified [11], [12].

Although these QHM-based methods are helpful for making
parameter extraction and speech waveform resynthesis pro-
cesses increasingly accurate, there remains a problem to be
addressed. They estimate the parameters by minimizing the
error between the resynthesized and original speech wave-
form segments frame by frame. Such a frame-wise param-
eter extraction process inevitably results in the loss of the
information between individual frames, in turn causing the
reconstructed speech waveform to deviate from the original
speech waveform, particularly in the area between frames.
As a consequence, the quality of the reconstructed speech is
severely deteriorated, especially when the frame-shift is large.

In this paper, we propose an optimization method to improve
the extracted parameters, i.e., the frequency and complex
amplitude of each quasi-harmonic component, to improve the
quality of synthetic speech. In this optimization, we apply
the back propagation (BP) method [13], [14] to propagate the
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reconstruction error and update the parameters by the inverse
of the synthesis process for minimizing the reconstruction
error over a whole speech waveform instead of frame-by-frame
speech, compensating for the lost information between frames.
Results of experimental evaluations show that our proposed
method significantly improves the quality of resynthesized
speech.

The outline of this paper is organized as follows. In Section
II, we provide a review of QHM methods and discuss their
limitations. In Section III, the proposed method is presented.
In Section IV, quantitative performance comparison between
QHM methods and our proposed method is explored by
analyzing the speech segments. The conclusion is given in
Section V.

II. REVIEW OF QHM METHODS

The sinusoidal models work based on the assumption that
each frame of signal can be represented as the combination of
harmonic components:

x(t) =

(
K∑

k=1

ake
j2πfkt

)
w(t), t ∈ [−Tl, Tl] (1)

where ak and fk are the complex amplitude and the frequency
of the k-th component. w(·) denotes the moving window
whose length is 2Tl. These models extract the complex am-
plitude of the speech using the frequencies obtained by an
initial fundamental frequency f0 (or also called the pitch),
i.e., fk = kf0. Unfortunately, most pitch detectors work under
the assumption that the frequency of the windowed speech is
constant, which is inconsistent with the fact that the speech
is non-stationary, resulting in the deviations between the esti-
mated pitch or the frequencies of each harmonic component
and their true ones. This in turn causes the complex amplitude
parameters not to be extracted accurately and the resynthesized
speech to be substantially different from the original speech.
To address this problem, QHM methods were proposed with a
frequency correction mechanism to more precisely extract the
complex amplitudes.

A. QHM, aQHM and eaQHM

QHM matches the target signal by the following frame-wise
model:

x(t) =

[
K∑

k=1

(ak + tbk) e
j2πf̂kt

]
w(t), t ∈ [−Tl, Tl] , (2)

where f̂k and bk denote the initially estimated frequency and
the complex slope of the k-th component. QHM utilizes bk
to make the model capable of adaptively matching signal,
compensating for errors between original speech and synthetic
speech with inaccurately estimated frequency [6]. First, ak and
bk are obtained by solving Eq. 2 via Least Squares (LS). Then,
the more accurate frequency can be obtained as follows:

fk = f̂k + ηk = f̂k +
1

2π

aRk b
I
k − aIkb

R
k

|ak|2
(3)

where aRk , a
I
k and bRk , b

I
k respectively denote the real and

imaginary parts of ak, bk. It is well known that speech signals
are non-stationary signals (AM-FM signals), whose amplitude
and frequency vary over time. QHM considers the frequency
of each harmonic component as constant, resulting in that the
updated frequency still mismatches the real one in each frame.

To better match the modulated frequency of the speech,
aQHM rewrites the exponential part of the model with non-
stationary phases as follows:

x(t) =

{
K∑

k=1

(ak + tbk) e
j[φ̂k(t+tl)−φ̂k(tl)]

}
w(t),

t ∈ [−Tl, Tl] (4)

where φ̂k(t) denotes the phase function of the k-th harmonic
component and tl is the center of the moving window. The
aQHM first uses QHM to correct the frequency and integrate
it to get the phase function by

φk(t) =

∫ tl+t

tl

2πfk(u)du, t ∈ [−Tl, Tl]. (5)

Secondly, this phase function subtract the old phase value at tl
(namely, φ̂k(tl)) and the result will be the exponential part of
aQHM. Note that the phase is no longer obtained by a constant
frequency but computed by a time-varying frequency. That’s
why aQHM is capable of better adapting to the time-varying
signals. Thirdly, the new ak and bk can be computed again
by solving Eq. 4 and the frequency will be updated again to
further approach the real one. The aQHM carries out these 3
steps iteratively until the generated speech is no longer getting
closer to the original speech. Eventually, the more accurate
complex amplitude parameter and frequency of each harmonic
component can be acquired, with which the speech with good
quality can be resynthesized.

In most cases, the amplitude of speech varies nonlinearly
instead of linearly, QHM and aQHM cannot adapt the am-
plitude well. To solve this problem, an extension of aQHM
(eaQHM) is proposed and suggest the model to be build adding
an amplitude amplifier at the amplitude part of the model, as
follows

x(t) =

{
K∑

k=1

(ak + tbk)
Ak(t+ tl)

Ak(tl)
ej[φ̂k(t+tl)−φ̂k(tl)]

}
w(t),

t ∈ [−Tl, Tl] (6)

where Ak(t) denotes the amplitude of the k-th component.
Compared to aQHM, eaQHM multiplies the aQHM by a
function which is the ratio of the instantaneous amplitude of
the entire frame to the amplitude at the center of the frame,
allowing the model to better match the rapidly modulated
amplitude of the speech. Likewise, the eaQHM uses the
QHM’s result as the initial parameter to further adapt them in
each frame. Then, the ak, bk and frequency fk will be updated
iteratively. After the update, the frequencies of individual
components don’t strictly obey the multiplicative relationship
anymore, i.e., these frequencies are not the integer multiples of
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f0, especially in the unvoiced part of the speech. That’s why
they are called quasi-harmonic models. Finally, more accurate
parameters can be obtained which can reconstruct the speech
with a better quality than QHM and aQHM.

B. Limitations of QHM methods

Although QHM methods can achieve a good result in terms
of parameter extraction and speech resynthesis, the quality of
the synthetic speech is not good enough. When the frame-shift
(i.e., the shift of the analysis window in time domain) becomes
larger, the quality of the synthetic speech drops dramatically.
This is mainly owing to that QHM methods estimate the
amplitude parameters frame by frame, ignoring the information
between individual frames. More specifically, QHM methods
use their own models to approximate the windowed speech
in each frame and obtain the best-estimated amplitudes and
update the frequencies of all components only at the center
of each frame via LS. Although the amplitude, frequency, and
phase can achieve their own instantaneous version by interpo-
lation for the reconstruction of the whole speech waveform,
the values between the centers of the individual frames are
not accurate enough, leading to the underperformed speech
resynthesis.

Besides, although the QHM methods compensate for the
frequency mismatch adaptively, their performances deteriorate
when the initial f0 differs greatly from the true value. That’s
because the unvoiced speech is stochastic so it is hard to
be matched by the harmonic components with the irrelevant
frequencies and, in turn, the frequencies are hard to be cor-
rected. What’s worse, in this case, sometimes the individual
frequencies of components in the unvoiced part will deviate
more and more from the ideal value after the update, leading
to the poorer extraction of unvoiced speech.

III. BP OPTIMIZATION FOR QHM

The back propagation (BP) algorithm can update the pa-
rameters to be optimized backwards through the generation
process from the perspective of the final desired results, so
that updated parameters can ultimately generate more accurate
results. Therefore, we are motivated to employ BP to improve
waveform modeling with QHM methods, especially in terms
of speech resynthesis. Specifically, we propose a BP-based
method to jointly optimize all parameters from QHM methods
over multiple frames sequence by sequence. The BP method
uses the loss function to calculate the error between synthetic
speech and target speech, then propagates it to calculate its
gradients with respective to the parameters by the inverse of
the synthesis process to update the parameters by the optimizer.
The workflow of the proposed method is illustrated in Fig.
1, and the synthesis process and optimization process are
detailedly demonstrated in the following part.

A. Synthesis process

After QHM methods’ analysis, the final ak, fk of each quasi-
harmonic component for speech resynthesis can be acquired,
which can resynthesize the speech waveform. However, they

Fig. 1. The workflow of the proposed method.

are usually imperfect and need to be optimized. Inspired by
[15], the speech can be resynthesized by summing all the
quasi-harmonic components obtained by instantaneous ampli-
tudes and phases, expressed as

x̂(t) =

K∑
k=1

Âk(t)e
jφ̂k(t). (7)

It is suggested that the instantaneous frequencies and ampli-
tudes can be derived from the frame-wise values by interpola-
tion. Therefore, we firstly need to get the frame-wise amplitude
and phase by

Âk(tl) = |âk(tl)| , φ̂k(tl) = ∠âk(tl), (8)

where âk(tl) is initially given by QHM methods. For amplitude
Âk(t), the values at the instants between two consecutive
frames are recommended to be interpolated linearly. For in-
stantaneous phases φ̂k(t) between the consecutive frames, they
can be computed by integrating frequency as

φ̃k(t) = φ̂k(tl) +

∫ tl+t

tl

2πf̂k(u)du, (9)

where the instantaneous frequency f̂k(t) is suggested to be
obtained from the frame-wise version by cubic spine inter-
polation and the integration result of the current frame is
noted as φ̃k(t). Nevertheless, the frame-wise frequency and
interpolated values are not strictly equal to the real ones,
which is bound to cause the errors and discontinuity of the
phase over the frame boundaries, i.e., it is hard to ensure
φ̃k(tl+1) = φ̂k(tl+1) + 2πM ; where M is the closest integer
to |φ̂k(tl+1)− φ̃k(tl+1)|/2π . To avoid this, we interpolate the
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phase in the following special way:

φ̂k(t) = φ̂k(tl) +

∫ tl+t

tl

2πf̂k(u) + z sin

[
π(u− tl−1)

tl − tl−1

]
du

(10)

where z is computed by

z =
π[φ̂k(tl+1) + 2πM − φ̃k(tl+1)]

2(tl+1 − tl)
.

Then we can get a smooth instantaneous phase. In this way,
we can resynthesize the speech naturally by Eq. 7.

B. Sequential optimization with BP

BP needs to measure the error between the generated speech
and the target speech and propagate it backwards through
the synthesis process to calculate the gradients of the frame-
wise parameters (ak(tl) and fk(tl)) to update them. Thus,
it is essential to ensure that the error is differentiable with
respect to those frame-wise parameters. From Eq. 7, we can
know the synthetic speech x̂(t) is differentiable to the sample-
wise parameters, Âk(t) and φ̂k(t). And the interpolation
is differentiable with respect to the frame-wise parameters,
Âk(tl) and φ̂k(tl), which are differentiable with respect to
âk(t) and f̂k(t) according to Eq. 8. Thus, the synthesis process
is differentiable and the gradients of the error with respect to
the frame-wise parameters can be calculated by propagating
the error backwards.

Aimed at improving the quality of synthetic speech, espe-
cially in terms of the waveform in the time domain, we use the
loss function to measure the error between the whole speech
sequences of synthesis and target (over all frames instead of the
losses in individual frames), such as L1 loss or L2 loss. Then
the parameters can be optimized, considering the information
between frames.

BP needs initial input, i.e., the frame-wise amplitude param-
eter ak(tl) and frequency f̂k(t), and a proper initialization is
essential. Although our experiments shows that random initial
values of âk(t) and f̂k(t) can be also optimized to generate
the speech with a good quality, the optimized âk(t) and f̂k(t)
do not represent the structure of the speech. For instance,
in the non-speech part, the ak(t) should be equal to 0, but
the ak(t) optimized from random values are not equal to 0
and their summation is equal to 0. To avoid this unreasonable
matter, regarding the frequency, we obtain the frequencies of
individual components by f̂k(t) = kf̂0(t). For the amplitude
âk(t), we can choose the results of QHM, aQHM, or eaQHM.
In this paper, we choose QHM and eaQHM as the initialization
way and note their corresponding optimizations as BP-QHM
and BP-eaQHM.

IV. EXPERIMENT EVALUATION

In this section, we compare the performance of the proposed
method with QHM and eaQHM to explore the superiority of
the proposed method in different cases, including working with
different frame-shifts, setting different harmonic numbers (K)
and analyzing signals with different sampling rates (fs).

TABLE I
AVERAGE SRER AND STOI SCORES.

Method QHM eaQHM BP-QHM BP-eaQHM
SRER [dB] 11.7 5.9 36.2 27.8

STOI 0.83 0.83 0.99 0.99

A. Experimental conditions

To test the performance of the proposed method, we ran-
domly drew 32 utterances from LJspeech [16] (resampled with
16 kHz), LibriTTS corpus [17] and AISHELL [18] as 16
kHz, 24 kHz, and 44.1 kHz samples respectively. And we
analyzed these 32 utterances and averaged over all the results.
We employed QHM and eaQHM to separately provide their
frame-wise results as the initial input for BP. Regarding the
settings of QHM methods, we provided the f0 by a neural pitch
detector named Crepe [19]. For BP’s setting, we used a step
decay learning rate scheme and set the initial value as 0.001
with the reduction by half after every 100 epochs (1000 epochs
in total). And we chose the adaptive moment estimation as the
optimizer. For a quantified comparison, we employed signal-
to-reconstruction-error ratio (SRER) to measure the similarity
between results and target, as

SRER = 20log10
σx(t)

σx(t)−x̂(t)

where σ(·) denotes the standard deviation and x̂(t) is the
resynthesized speech. A larger SRER denotes a closer result
to target. Besides, we used short-time objective intelligibility
(STOI) [20] to measure the intelligibility of the synthetic
speech, where a higher value means a better result.

B. Results

Firstly, we compare the QHM methods with the proposed
method by analyzing 16 kHz speech samples while setting the
frame shit to 8 ms and setting the harmonic number to 128.
All the speech samples will be analyzed and the quality of the
synthetic results is measured by calculating the average of 32
SRER and STOI scores, which are listed in Table I. In Table
I, we can find that the result of BP-QHM and BP-eaQHM
are much better than QHM and eaQHM. And it can also be
concluded that better initialization of BP yields better final
results, as what [21] describes. Although eaQHM works better
than QHM theoretically, QHM works better in this experiment.
Note that the SRER of QHM is better than that of eaQHM
while the STOIs of QHM and eaQHM are the same. It is
possible that the initial f0 in the unvoiced part differs greatly
from the true one and eaQHM overcorrects the frequencies of
the unvoiced speech, leading to the poor extraction in unvoiced
parts and SRER degradation. It can be seen that the BP-
eaQHM also improves the performance of the original eaQHM
in this case.

Furthermore, we explore the performances of various meth-
ods when the frame-shift setting changes. We compute average
SRERs of the results by all methods with different frame-shift
(2 ms, 5 ms, 8 ms, 10 ms, 12 ms, and 15 ms), as shown in
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Fig. 2. Under different frame-shift, the SRERs of various methods.

TABLE II
AVERAGE SRER AND STOI SCORES WITH DIFFERENT K .

Method
K = 128 K = 64 K = 32

QHM BP-QHM QHM BP-QHM QHM BP-QHM

SRER [dB] 11.7 36.2 11.7 17.5 11.0 12.2
STOI 0.83 0.99 0.83 0.90 0.82 0.84

Fig. 2. Apparently, the performances of QHM and eaQHM
degrade with the increase of the frame-shift. Although the
performances of BP-QHM and BP-eaQHM also degrade, BP
methods significantly outperform QHM methods, especially in
terms of the reconstruction quality of speech. Even setting the
frame shift to 12 ms, BP methods achieve more than 20 dB
of SRER.

Subsequently, we investigate the effect of the harmonic
number (K) on the various method. We set the frame-shift as
8 ms and use QHM and BP-QHM to analyze 16 kHz speech
samples with different harmonic number settings (the harmonic
number is 128, 64, and 32). Table II lists the average SRER
and STOI scores of all methods, showing that BP-QHM works
better than QHM even with fewer harmonics. However, the
fewer harmonic number we set, the worse performances of
the methods. Thus, it is necessary to select a proper harmonic
number to guarantee the quality of the speech. This point is
particularly important when analyzing the signals with a high
sampling rate, as discussed below.

Eventually, we examine the properties of various methods
when analyzing the speech signals with different sampling
rates (fs). Setting the frame-shift to 8 ms and harmonic number
to 128, we apply QHM and BP-QHM for analyzing the signals
with different sampling rates (fs= 24 kHz and 44.1 kHz).
The average SRER and STOI scores are given in Table III,
indicating that BP-QHM works better than QHM in analyzing
the speech sampled with 24 kHz. Note that BP-QHM performs
worse than QHM in the analysis of 44.1 kHz speech. That
is because the harmonic number is too limited for the BP
method to adjust the parameters flexibly to approximate the
target speech. To validate this argument, we conduct another
analysis by setting the harmonic number to 256, whose result
is listed in the right part of Table III. Apparently, BP-QHM

TABLE III
AVERAGE SRER AND STOI SCORES OF THE SPEECH WITH VARIOUS fs .

Method

fs = 24 kHz fs = 44.1 kHz fs = 44.1 kHz and K=256

QHM BP-QHM QHM BP-QHM QHM BP-QHM

SRER [dB] 14.9 21.8 15.1 14.2 15.1 29.7
STOI 0.83 0.93 0.87 0.87 0.87 0.99

outperforms QHM significantly, leading to a higher SRER and
STOI. As a result, it can be concluded that it is necessary to
increase the harmonic number when analyzing the speech with
a high sampling rate.

Overall, the proposed BP methods can significantly optimize
the extraction of amplitude and frequency and the quality of
synthetic speech.

V. CONCLUSIONS

In this paper, we propose a novel method to extract the
frame-wise amplitude parameter of speech, which outperforms
the conventional QHM methods. In the proposed method,
the result of conventional QHM methods is considered as
the initial input of the BP method. By measuring the error
between synthetic speech and the original speech, and back-
wards propagating the gradients to update the parameters, the
proposed method can get more accurate frame-wise amplitude
parameters and frequency, with which the speech can be nearly
flawlessly resynthesized. Experiments on real speech using
various datasets verify the superiority of the proposed method.
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