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Abstract—In this study, we propose a method for estimating
the intensity of the light signal emitted by a sound-to-light
conversion device called Blinky from the saturated video signal
obtained by a camera. A Blinky is a compact device that con-
verts acoustic information into the light signal, and distributed
Blinkies are applicable to various acoustic sensing frameworks
without wired or wireless communication by monitoring them
with a single video camera. Here, it is desired to obtain the
intensity of the output light signal of the Blinky from the
observed video signal; however, these are generally different
owing to several factors such as light attenuation, background
light, and saturation of brightness in the camera. We first
calibrate coefficients describing the relationship between these
signals using a given reference signal and then estimate the
unknown signal of the Blinky using the calibrated coefficients.
In each step, we consider the saturation effect in the observed
video signal, which is a main contribution of this study. Ex-
perimental evaluations were performed under simulated and
real environments, and their results indicated that the proposed
method achieved higher estimation accuracy than the conven-
tional method without consideration of the saturation effect.

I. INTRODUCTION

Acoustic signal processing using distributed microphones
has a wide variety of applications such as source localiza-
tion [1], [2], audio source separation [3], [4], and acoustic
scene classification [5], [6]. Especially, the use of microphones
distributed arbitrarily over space without wired or wireless
communication is challenging but practically useful in various
situations. In this problem, the main difficulty lies in synchro-
nization of signals observed by multiple microphones.

To make synchronization easy, a new sensing framework
using sound-to-light conversion devices called Blinkies was
proposed by Scheibler and Ono [7]. A Blinky is a compact,
battery-powered device equipped with a microphone, light-
emitting diode (LED), and microcomputer as shown in Fig. 1
(left), where an acoustic signal captured by the microphone
is converted to a light signal of the LED via a programmable
conversion process. By observing distributed Blinkies with a
single video camera, it is easy to synchronize the signals of
many Blinkies unconnected with each other.

Blinkies have been applied in various types of acoustic
signal processing including audio source separation [8], mul-
tiple source localization [9], real-time pitch analysis [10],

and acoustic scene analysis [11]. In some of these applica-
tions, it is necessary to obtain the intensity of the output
light signals of Blinkies (referred to as the Blinky signals,
hereafter). However, it is not always an easy task because
the brightness of the observed video signals (referred to as
the observed signals, hereafter) is different from the intensity
of the Blinky signals owing to several factors such as light
attenuation, background light, and saturation of brightness
in a camera. Therefore, calibration, i.e., quantification of
relationship between Blinky signals and observed signals, has
to be performed first using given reference Blinky signals,
and then the unknown Blinky signals can be restored from
the observed signals based on the calibrated relationship. The
calibration and signal restoration methods were proposed in
[9]; however, saturation of brightness in a camera is yet to be
taken into consideration.

In this study, we present new calibration and signal restora-
tion methods considering saturation of the observed signals.
The main idea is based on the fact that the Blinky signals are
observed in multiple pixels for different brightness values,
which is a distinct feature in this situation compared to
other general situations of restoration problem of saturated
signals [12]–[14]. We integrate information of nonsaturated
pixels and formulate least-squares problems for calibration
and signal restoration. Experimental evaluations were per-
formed under simulated and real environments, and their
results indicated that the proposed method achieved higher
estimation accuracy than the conventional method [9] in a
condition where the observed signals were saturated.

II. PROBLEM SETTING

A. Overview

Suppose multiple Blinkies are distributed and monitored by
a single video camera as shown in Fig. 1 (right). As described
in Sect. I, the observed signal is different from the Blinky
signal, which may cause difficulties in direct application to
some types of post-stage processing. The positions of the
Blinkies and camera are assumed to be fixed in calibration
and signal estimation, but they need not be given. Here, our
objective is twofold: to calibrate coefficients describing the
relationship between them using a given reference Blinky
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Fig. 1: Sound-to-light conversion device Blinky (left) and
acoustic sensing framework using Blinkies and single video
camera (right).

signal and to estimate the unknown Blinky signal using the
calibrated coefficients. In this study, we focus on a single
Blinky; however, the proposed method can be used to multiple
Blinkies independently under the assumption that the light
signals from different Blinkies do not overlap in the observed
pixels.

B. Observation Model

Let sn and pi,n denote the Blinky signal and the signal
observed by the video camera, respectively, where i and n is
the pixel and time index, respectively. Although the pixels are
arranged in a two-dimensional grid, a single index i is used
here because there is no need to distinguish the vertical and
horizontal dimensions in the proposed framework. Then, the
relationship between sn and pi,n is given by

pi,n = f(aisn + bi + ei,n). (1)

Here, ai is a transfer coefficient between the Blinky and
observed signals, bi is a bias representing the background light
(assumed to be time-invariant within the observation time),
ei,n is the observation noise, and f is a function representing
the saturation defined as

f(x) =


L x > L

x 0 ≤ x ≤ L

0 x < 0

(2)

with a maximum brightness value L. As visualized in Fig. 2,
(1) is represented in the matrix-vector form as

P = f(as⊤ + b1⊤ +E), (3)

where f denotes the elementwise operation of f , the super-
script ⊤ denotes transpose of a vector or matrix, and

P =

p1,1 . . . p1,N
...

. . .
...

pI,1 . . . pI,N

 , (4)

s = [s1, . . . , sN ]⊤, (5)

a = [a1, . . . , aI ]
⊤, (6)
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Fig. 2: Observation model. White pixels indicate high bright-
ness.

b = [b1, . . . , bI ]
⊤, (7)

E =

e1,1 . . . e1,N
...

. . .
...

eI,1 . . . eI,N

 . (8)

Here, I and N are the numbers of pixel and time indices,
respectively. Furthermore, (3) can be rewritten as

P = f(AS+E), (9)

where A and S are Rank-2 matrices defined as

A =
[
a b

]
, (10)

S =
[
s 1

]⊤
. (11)

Since the light signals are generally represented by non-
negative values, the observation model (9) is similar to the
nonnegative matrix factorization (NMF) [15] except for the
existence of the saturation function f .

III. PROPOSED METHOD

A. Calibration

First, we consider the calibration, i.e., the estimation of
a and b, which is required as the preliminary stage for
estimation of the Blinky signal s. Since these parameters are
dependent on the target environment and generally difficult to
know in advance, the calibration is performed by using the
given reference signal s. Here, it should be noted that the
reference and observed signals are not synchronized because
the Blinkies are not connected to the network. For their
synchronization, the time difference l between the observed
signal P and the unsynchronized reference signal, denoted by
s′, can be estimated by

l = argmax
m

∑
n

s′n+m

∑
i∈Rn

pi,n, (12)
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where Rn is the set of unsaturated pixel indices at time n,
i.e., i ∈ Rn ⇔ pi,n < L. Then, the reference signal can be
synchronized to the observed signal as

si,n = s′i,n−m. (13)

Using the given synchronized reference and observed sig-
nals s and P, the transfer coefficients A can be estimated
by

minimize
A

J(A) = ∥M⊙ (AS−P)∥2F , (14)

where ⊙ denotes the Hadamard product (the elementwise
product), ∥ · ∥F is the Frobenius norm of a matrix, and M is
a binary matrix whose (i, n)th element mi,n is given by

mi,n =

{
0 pi,n = L

1 pi,n < L
. (15)

Therefore, the objective function represents the sum of the
squared error for the unsaturated pixels. Since the objective
function J(A) is a quadratic function with respect to A, it
can be minimized at[

âi
b̂i

]
= (Sdiag(mi,:)S

⊤)−1(Sdiag(mi,:)pi,:) (16)

for each i, where âi and b̂i is the optimal value of ai
and bi, respectively, mi,: = [mi,1, . . . ,mi,N ]⊤, and pi,: =
[pi,1, . . . , pi,N ]⊤.

B. Signal Restoration

Using the transfer coefficients A, which is estimated by
the above calibration method, we can estimated the unknown
Blinky signal s. This estimation problem is formulated as

minimize
s

K(s) = ∥M⊙ (as⊤ + b1⊤ −P)∥2F , (17)

whose objective function represents the sum of the squared
error for the unsaturated pixels similarly as in the calibration
method. Since the objective function K(s) is a quadratic
function with respect to s, it can be minimized at

ŝn = (a⊤diag(m:,n)a)
−1(p̃⊤

:,ndiag(m:,n)a) (18)

for each n, where ŝn is the optimal value of sn, m:,n =
[m1,n, . . . ,mI,n]

⊤, and p̃:,n = [p1,n − b1, . . . , pI,n − bI ]
⊤.

IV. EXPERIMENTS

Several experiments were conducted under simulated and
real environments to evaluate and compare the estimation
accuracy of the proposed method and several other methods.

A. Simulated Environment

Here, we evaluated the accuracy of the calibration and
signal reconstruction under the ideally simulated environment
where the observed signal was given exactly by (1). The pixel
size of the observed signal was 32× 32 (I = 1024), and the
number of samples was N = 150, which corresponds to five
seconds of 30-fps video. The true transfer coefficient a was a
two-dimensional Gaussian function as shown in Fig. 3(a), and

TABLE I: Comparison of SNR (dB) for calibration in simu-
lated environment.

Parameter Transfer coefficient a Bias b
Conventional [9] 7.467 5.882
Proposed 27.398 25.886

the true bias b was a random vector each of whose element
was sampled independently from the uniform distribution in
the interval [0, 0.4] as shown in Fig. 4(a).

First, the accuracy of the calibration method was evalu-
ated. The reference signal, denoted by sref , was a sawtooth
wave having two periods with a period of 75 samples. The
observation noise ei,n was sampled independently from the
Gaussian distribution with mean 0 and variance 0.052. Here,
the following two methods were compared:

• Conventional [9]: The estimated transfer coefficient and
bias were given by

âi = â =
1

I

(
max
n

∑
i

pi,n −min
n

∑
i

pi,n

)
, (19)

b̂i = b̂ =
1

I
min
n

∑
i

pi,n. (20)

Note that this method does not consider the saturation
and that âi and b̂i are invariant for i.

• Proposed.
The Signal-to-Noise Ratio (SNR) defined as

SNR(â,a) = 10 log10

∑
i a

2
i∑

i(âi − ai)2
(21)

for a (and also for b) was used as the evaluation criterion.
The SNRs for Conventional [9] and Proposed are shown

in Table I. One can see that Proposed achieved much higher
SNRs than Conventional [9] for both a and b. In addition,
the calibration results for a and b are plotted in Figs. 3 and
4, respectively. These figures also indicate that the transfer
coefficient a and bias b were estimated with high accuracy
in Proposed.

Next, the estimation accuracy for the Blinky signal was
evaluated. In the signal restoration, the following three signals
were used as the Blinky signals s.

• Random: each sn was sampled independently from the
Gaussian distribution with mean 0.5 and variance 0.52.

• Sinusoids:

sn =
1

4

(
sin

(
2π

5

n

F

)
+ sin

(
4π

5

n

F

))
+

1

2
, (22)

with F = 30.
• Music: a violin sound from SMILE2004 [16], which is

converted to the Blinky signal in accordance with [7].
The observation noise ei,n was added in the same manner as
in the calibration. To evaluate the estimation accuracy of the
Blinky signal, we used SNR(ŝ, s). Here, the following four
methods were compared.
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Fig. 3: Calibration results of transfer coefficient a in simulated environment.
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Fig. 4: Calibration results of transfer bias b in simulated environment.

• Pixel mean: The average of the observed signals for all
pixels was used to estimate the Blinky signal.

ŝn =
γ

I

∑
i

pi,n + δ, (23)

where γ and δ were given by

γ =

∑
n((
∑

i pi,n/I − p̄)(sn − s̄))∑
n(
∑

i pi,n/I − p̄)2
, (24)

δ = s̄− γp̄, (25)

with s̄ =
∑

n sn/N and p̄ =
∑

i,n pi,n/(IN) so that the
SNR was maximized.

• Best pixel: The one pixel achieving the highest SNR was
used to estimate the Blinky signal.

ŝ =
pî,: − bî1

ai
, (26)

î = argmax
i

SNR
(
pi,: − bi1

ai
, s

)
. (27)

Here, a and b were not the estimated values but the true
values.

• Conventional [9]: The estimated Blinky signal was given

TABLE II: Comparison of SNR (dB) for signal restoration in
simulated environment.

Blinky signal Random Sinusoids Music
Pixel mean 20.422 17.900 21.884
Best pixel 23.425 23.013 26.585
Conventional [9] 10.650 8.996 7.958
Proposed 31.063 29.147 28.813

by

ŝn =
â

I

∑
i

pi,n + b̂, (28)

where â and b̂ were obtained from (19) and (20), respec-
tively.

• Proposed.
Note that Pixel mean and Best pixel not only required the true
coefficients a and b, but also used the true Blinky signal s
to determine the optimum parameters of γ, δ and î as oracle
information. Then, they cannot be used directly in practical
situations.

The result of the SNR comparison was shown in Table II,
where Proposed achieved the highest SNRs for all Blinky
signals. This result showed the effectiveness of the proposed
method for integrating multiple pixels with consideration of
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Fig. 5: True and estimated Blinky signals in simulated envi-
ronment.

Fig. 6: Experimental environment. Pixels enclosed by red box
are used in calibration and signal restoration.

the saturation. For further investigation, the true and estimated
Blinky signals for Sinusoids are plotted in Fig 5. One can
see that the amplitude ranges of Pixel mean and Conven-
tional were narrower than the other two methods. This was
because the saturated observed signals were used without any
compensation in Pixel mean and Conventional. Best pixel
had a sufficient amplitude range; however, it was affected
significantly by the observation noise. Proposed was able to
suppress the noise effect while keeping the amplitude range
by integrating the nonsaturated pixels and times.

B. Real Environment

Experiments were also conducted in a real environment. A
Blinky was observed in gray scale with an industrial camera
whose frame rate was 30Hz as shown in Fig. 6. The 40× 60
pixels (I = 2400) around the Blinky (i.e., pixels enclosed
by red box in Fig. 6) were used in the calibration and signal
restoration. The reference signal sref in the calibration was the
sawtooth wave repeated three times, and the Blinky signal
s in the signal restoration was Sinusoids repeated twice.
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Fig. 7: Calibulation results in real environment.

TABLE III: Comparison of SNR (dB) for signal restoration
in real environment.

Blinky signal Sinusoids
Pixel mean 23.707
Best pixel 31.114
Conventional [9] 10.343
Proposed 23.781

Since true transfer coefficient and bias were unknown in
the real environment, only the estimation accuracy for the
Blinky signal was evaluated. The same four methods as in the
previous experiment were compared; however, unlike in the
previous experiment, transfer â and b̂ estimated by Proposed
were also used in Best pixel.

First, Fig. 7 shows the calibration results. Since true a and
b were unknown, the quantitative evaluation is difficult in
this case. However, one can see the large transfer coefficient
around the LED of the Blinky, which means the transfer
coefficient was considered to be estimated accurately to some
degree. On the other hand, the estimated transfer coefficient
was lower in the central area of the LED than in its peripheral
area, and the estimated bias had large values in the central
area of the LED although it had to be independent from the
Blinky signal. These unexpected results were considered to
be estimation errors caused by the strong saturation in the
central area of the LED; the observed signals in these pixels
were almost always saturated and therefore not applicable in
the calibration and the signal restoration.

Next, the SNRs for the signal restoration are shown in
Table III. The SNR of Proposed was lower than that in the
simulated environment, which was considered to be caused
by the calibration error described in the previous paragraph.
However, Proposed still achieved much higher SNR than
Conventional [9], which indicated the validity of Proposed
among the methods without oracle information. Finally, the
true and estimated Blinky signals are plotted in Fig. 8. Similar
tendencies as in the simulated environment are also seen in
this condition, and these results indicated that Proposed was
still able to restore the Blinky signal in the real environment
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Fig. 8: True and estimated Blinky signals in real environment.

even though its SNR was lower to some extent than that in
the simulated environment.

V. CONCLUSION

We proposed methods for calibrating the transfer coef-
ficients and restoring the Blinkiy signals considering the
saturation effect of the observed signals. By focusing the
fact that a single Blinky signal can be observed at multiple
pixels for different brightness, we formulated the calibration
and signal restoration problems as the least-squares prob-
lems for nonsaturated pixels and times. Experiments under
numerical and real environments demonstrated the validity
of the proposed method. In future work, we will consider a
more sophisticated calibration and signal restoration methods
incorporating the NMF frameworks.
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