Variable Forgetting Factor Algorithm Based on Sparsity for RLS-type Adaptive Algorithms
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Abstract—RLS-type adaptive algorithms employ the forgetting factor for improving the tracking performance. Under fixed forgetting factor configurations, it is known that a smaller value of the factor leads the better tracking but poor steady-state performance. Hence, a variable forgetting factor algorithm is desired to achieve better performance in both stationary and non-stationary environments. In this paper, we propose a novel variable forgetting factor algorithm based on the sparsity of the adaptive filter instead of error and noise variances in the conventional methods. We propose a formula to adjust the forgetting factor according to the variation of the sparseness of the filter. Through the computer simulations, it is shown that both the tracking and the steady-state performance of the RLS-type adaptive filters could be improved by using the proposed method.

I. INTRODUCTION

In this paper, we propose a novel variable forgetting factor algorithm for RLS-type adaptive filters based on the sparsity. We show that the proposed method provides better tracking performance than conventional methods[8], [9] with maintaining the convergence property in the steady state.

The RLS (recursive least squares) is one of the typical adaptive algorithms and it is well known that its convergence speed is faster than other algorithms, such as LMS (least mean square)[2], by paying the cost of computational complexity. However, its performance would be degraded under non-stationary environments, namely it would be equivalent to that of NLMS (normalized LMS) algorithm under some conditions [3]. The ability to track the non-stationary environments is known as tracking performance. The purpose of the proposed method is to improve the tracking performance of the RLS-type algorithms.

The ERLS-DCD (exponentially weighted RLS - dichotomous coordinate descent) algorithm is proposed in order to decrease computational complexity of the RLS [4]. The complexity required for the ERLS-DCD algorithm is approximately same as that of the NLMS. However, its tracking performance becomes worse than or equal to that of the RLS.

For better tracking performance, several algorithms are proposed so far. For the LMS-type adaptive filters, they are known as the variable step size algorithms[2] and, for the RLS algorithm, variable forgetting factor algorithms[8], [9]. These algorithms adjust the value of the step-size or the forgetting factor according to the variance of the error signal. Namely, when the variance increases they consider environments are varied and adjust the values of the parameters to track the environments.

In applications such as echo cancelers adaptive filters are frequently required to estimate sparse systems [5]. The algorithms specialized for sparse systems are proposed, i.e. PNLMS (proportionate normalized least mean square) algorithm and its modified versions[5], [6], [7]. The PNLMS algorithm improves the NLMS algorithm by computing step sizes for each tap in response to previously estimated tap coefficients. The PNLMS algorithm, however, is one of gradient-type algorithms, so its convergence property for correlated signals would be degraded.

In this paper, we propose a novel variable step-size method for RLS-type algorithms for sparse systems identification. The proposed method uses the sparseness[1] of the filter to estimate the variation of the environments instead of the error and noise variances in the conventional methods. We derive the formula for updating the value of the forgetting factor according to the sparseness. We show that the proposed method could improve the tracking performance in non-stationary environments and the steady-state performance in stationary environments by varying value of the forgetting factor.

II. PREPARATION

Here, we review adaptive algorithms which are used in this paper and the sparsity of a system shortly.

A. RLS algorithm[2]

The RLS algorithm minimizes the weighted sum of the squared errors by solving the normal equations with matrix inversion lemma [2]. Fig.1 shows a typical structure of the RLS adaptive filter, where \( x(n) \), \( d(n) \) and \( v(n) \) are input signal, desired signal and the additive noise at time \( n \), respectively.

![Fig. 1. Structure of RLS adaptive filter](image-url)
We show the $i$-th coefficient of the adaptive filter as $w_i(n)$ and the output of the filter as $y(n)$. The error signal $e(n)$ is defined as $e(n) = d(n) - y(n)$. We define the filter input vector $x(n)$ and filter coefficients vector $w(n)$ as

$$
x(n) = [x(n), x(n-1), \ldots, x(n-M+1)]^T \tag{1}
$$

$$
w(n) = [w_0(n), w_1(n), \ldots, w_{M-1}(n)]^T, \tag{2}
$$

respectively, where $M$ shows the length of $w(n)$ and $T$ denotes transposition of a matrix. The RLS algorithm updates $w(n)$ as follows:

$$
e(n) = d(n) - x^T(n)w(n-1) \tag{3}
$$

$$
w(n) = w(n-1) + K(n)e(n) \tag{4}
$$

$$
K(n) = \frac{P(n-1)x(n)}{\lambda_{RLS} + x^T(n)P(n-1)x} \tag{5}
$$

$$
P(n) = \lambda_{RLS}^{-1}(P(n-1) - K(n)x^T(n)P(n-1)) \tag{6}
$$

where $K(n)$, $P(n)$ and $\lambda_{RLS}$ are the Kalman gain vector, the inverse of auto-correlation matrix, and the forgetting factor, respectively. The forgetting factor is used to control the tracking performance and its value is in the range $0 < \lambda_{RLS} \leq 1$. It enables the filter to track time varying systems by weighting old data. Although the tracking performance can be improved by decreasing $\lambda_{RLS}$, it increases excess MSE at the same time. Besides, the RLS algorithm requires a complexity of $O(M^2)$ for updating the filter coefficients to achieve the faster convergence speed than LMS-type ones.

B. ERLS-DCD algorithm[4]

The ERLS-DCD algorithm is recently proposed for reducing the computational complexity of the RLS algorithm. Note that in the following, we use the letter $h$ to indicate the filter coefficient vector of the ERLS-DCD algorithm to avoid ambiguity with that of the RLS. Although the RLS algorithm requires order $O(M^2)$ calculations for updating the filter coefficients, the ERLS-DCD can be implemented in order $O(M)$.

The ERLS-DCD algorithm transforms the normal equations into the auxiliary normal equations below

$$
R(n)\Delta h_{o}(n) = \beta_{o}(n), \quad \Delta h_{o}(n) = h_{o}(n) - h(n-1) \tag{7}
$$

where $h_{o}$ shows the optimum filter and updates the filter coefficients $h(n)$, as follows:

$$
R(n) = \lambda_{ERLS}R(n-1) + x(n)x^T(n) \tag{8}
$$

$$
\beta_{o}(n) = \lambda_{ERLS}\beta(n-1) + e(n)x(n) \tag{9}
$$

$$
h(n) = h(n-1) + \Delta h(n), \quad (10)
$$

where $R(n)$ is a positive definite symmetric matrix; and $x(n)$, $e(n)$ and $h(n)$ are the filter input vector, the error signal and the filter coefficients vector, respectively. $\lambda_{ERLS}$ is the forgetting factor ($0 < \lambda_{ERLS} \leq 1$). At each time, $\Delta h(n)$ and $\beta(n)$ are obtained by solving Eq.(9) using DCD algorithm which can be implemented without a multiplication[4]. Using a symmetric property of $R(n)$, the algorithm can be implemented by the complexity equivalent to that of the NLMS.

C. Conventional Variable Forgetting Factor Algorithms

As we mentioned in Introduction, there are several variable forgetting factor algorithms proposed so far, e.g., [8], [9]. The update formula of the forgetting factor in [8] are given as Eq.(11), and [9] as Eq.(12):

$$
\lambda(n) = \left[ \lambda(n-1) - \frac{\mu}{1 - \lambda(n-1)} \frac{\partial \hat{e}_2^2(n)}{\partial \lambda} \right]_{\lambda_{\max}} \tag{11}
$$

$$
\lambda(n) = \min \left\{ \frac{\hat{\sigma}_q(n)\hat{\sigma}_v(n)}{[\hat{\sigma}_e(n) - \hat{\sigma}_v(n)]_{\lambda_{\max}}} \right\} \tag{12}
$$

In these equations, $\hat{\sigma}_q(n)$, $\hat{\sigma}_v(n)$ are the estimated variance of the error and noise signals, and $\hat{\sigma}_q(n)$ is the variance of $q(n) = x(n)P(n-1)x(n)$ of the RLS algorithm. Known from these equation, the conventional methods require the precise estimation of the variances of $e(n)$ and $v(n)$.

D. Sparsity of a system

The proposed method employs the sparsity, instead of variances of error and noise signals employed in [8], [9], that is used in several algorithms (e.g., PNLMs algorithm), as the index of sparseness of systems. The sparsity $\xi(w)$ of $w$ is defined as [1]

$$
\xi(w) = \frac{L}{L - \sqrt{L}} \left( 1 - \frac{||w||_1}{\sqrt{L}||w||_2} \right), \tag{13}
$$

where $L$ is the length of impulse response of a system, $||w||_1$ and $||w||_2$ are the $L_1$-norm and the $L_2$-norm expressed as

$$
||h||_1 = \sum_{n=0}^{L-1} |w_n|, \quad ||h||_2 = \sqrt{\sum_{n=0}^{L-1} w_n^2} \tag{14}
$$

respectively. We can confirm that when $w$ is a perfectly sparse system (e.g. Dirac delta function), the value of $\xi(w)$ becomes 1. On the other hand, as the sparsity of $w$ decreased, $\xi(w)$ approaches 0.

III. PROPOSED METHOD

Here, we describe the proposed method. We show that we can estimate the variation of an unknown system using Eq.(13) and, based on this expression, a novel variable forgetting factor algorithm is proposed.

A. Detection of variation based on sparsity

The proposed method focuses on the relation between the variation of an unknown system and that of the sparsity of filter $w$. We propose to evaluate the variation of an unknown system in terms of $\xi(w)$.

If the unknown system is a sparse one, the adaptive filter also becomes sparse as it converges and so that the value of $\xi(w)$ increases. On the other hand, when the unknown system varies, the error signal increases and, in this case, values of $\xi(w)$ decreases due to those error components.

Fig.2 is an example of the variation of the sparsity. The figure shows the simulation results of the case where the unknown system is changed at time 6000, the length of the unknown and adaptive filters were 1000. We can confirm the value of sparsity has been decreased immediately at time 6000.
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B. Sparsity-based variable forgetting factor RLS algorithm (SVFF-RLS)

Here, we describe the outline of the proposed variable forgetting factor method based on the sparsity. Note that the detail of the derivation is omitted because of the limited space.

In the proposed method, the value of $\lambda_{RLS}$ is adjusted according to the value of $\xi(w)$ as follows:

$$
\lambda_{RLS}(n) = \frac{1 - \lambda_{\min}}{1 - \exp[-a(\xi(n) + b(n))] + \lambda_{\min}}, \quad (15)
$$

$$
\xi(n) = 20[\xi(w(n)) - 0.5], \quad (16)
$$

where $\lambda_{\min}$ and $a$ show the lower bound of the forgetting factor and a constant gain respectively; $b(n)$ is a parameter whose value are updated according to the system variation and we describe the update recursion in the following; and $\xi(n)$ is an expanded function of the sparsity $\xi(w(n))$. In this paper, we propose to update the parameter $b(n)$ according to the recursion in Table I. Note that the derivation of these recursion is omitted because of the limitation of the space.

Finally, we use the variable forgetting factor defined in Eq.(15) into Eqs (5) and (6). We refer the RLS algorithm based on the proposed method as the sparsity-based variable forgetting factor RLS (SVFF-RLS).

C. Application to the ERLS-DCD algorithm (SVFF-ERLS-DCD)

The proposed method can be applied to other RLS-type algorithms, such as ERLS-DCD. Namely, we propose to update the value of the forgetting factor of ERLS-DCD as

$$
\lambda_{ERLS}(n) = \frac{1 - \lambda_{\min}}{1 - \exp[-a(\xi(n) + b(n))] + \lambda_{\min}}. \quad (17)
$$

We call the ERLS-DCD based on the proposed method the SVFF-ERLS-DCD (sparsity-based variable forgetting factor - ERLS-DCD).

IV. SIMULATION

Here, we provide results of the system identification using the proposed method to confirm its effectiveness.

A. Performance of SVFF-RLS algorithm

First, let us show the results of the simulations using the SVFF-RLS algorithm to confirm the effect of the proposed method. We used an FIR filter whose sparsity was 0.8956 as the unknown system. The length of the unknown system and the adaptive filter were 500 taps. The parameters for the proposed method are $a = 10$, $\lambda_{\max} = 0.9999$, and $\lambda_{\min} = 0.97$. We simulated that the unknown system changed drastically at time $n = 12000$. The input signal was a speech signal sampled at 8 kHz and a white Gaussian noise of zero-mean was added to the desired signal(SNR = 40[dB]). In this simulation, we compared the standard RLS algorithm with the forgetting factor of $\lambda_R = 0.995$ and $\lambda_R = 0.9999$ and the results were ensemble averages of 10 independent trials.

Fig. 3 shows the results and we can confirm that the proposed method achieves initial convergence speed which is equivalent to the RLS with $\lambda_R = 0.9999$ and good tracking performance which is equivalent to the RLS of $\lambda_R = 0.995$. 

| Table I

<table>
<thead>
<tr>
<th>Initial values:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b(0) = 0$, $b^{-}(0) = -\Delta b$, $b^{+}(0) = \Delta b$</td>
</tr>
<tr>
<td>$\Delta b = a^{-1}\log_e (c/\lambda_{\max} - \lambda_{\min}) - 1$</td>
</tr>
<tr>
<td>At each time $n$:</td>
</tr>
<tr>
<td>if $(\xi_w(n) &lt; b^{+}(n) - 1)$:</td>
</tr>
<tr>
<td>$b^{-}(n) = \xi_w(n)$</td>
</tr>
<tr>
<td>$b(n) = b^{-}(n) + \Delta b$</td>
</tr>
<tr>
<td>$b^{+}(n) = b(n) + \Delta b$</td>
</tr>
<tr>
<td>elseif $(b^{-}(n - 1) \leq \xi_w(n) &lt; b^{+}(n - 1))$:</td>
</tr>
<tr>
<td>$b(n) = b(n - 1)$</td>
</tr>
<tr>
<td>$b^{-}(n) = b(n) - \Delta b$</td>
</tr>
<tr>
<td>$b^{+}(n) = b(n) + \Delta b$</td>
</tr>
<tr>
<td>elseif $(b^{+}(n - 1) \leq \xi_w(n))$:</td>
</tr>
<tr>
<td>$b^{+}(n) = \xi_w(n)$</td>
</tr>
<tr>
<td>$b(n) = b^{+}(n) - \Delta b$</td>
</tr>
<tr>
<td>$b^{-}(n) = b(n) - \Delta b$</td>
</tr>
</tbody>
</table>

![Fig. 2. Values of sparsity of filter coefficients when the unknown system changed at time 6000](image)

![Fig. 3. Comparison of the convergence properties of the proposed SVFF-RLS and the standard RLS algorithms.](image)
B. Comparison with conventional algorithms

Next, we compared the performance of the proposed method with the conventional variable forgetting factor algorithms, namely GVFF-RLS[8], and VFF-RLS[9]. In this simulation, the length of unknown and adaptive filters were 64 because the selection of parameters of VFF-RLS was sensitive to the order of the filter. The parameters for the proposed method was $\alpha = 10$, $\lambda_{\text{max}} = 0.9999$, and $\lambda_{\text{min}} = 0.85$. We applied the algorithms to 20 independent speech signals and the results were averaged. The performance comparison is shown in Fig.4. From the figure, we could see that the proposed method provides better performance than the conventional ones.

C. SVFF-ERLS-DCD algorithm

Here, we confirm that the proposed method can be applied to the ERLS-DCD algorithm. We compared the proposed method with GVFF-RLS, and VFF-RLS. The values for the parameters were identical to those in IV-B.

D. Comparison with PNLMS algorithm

Finally, we compared the tracking performances of VFF-RLS and VFF-ERLS-DCD with that of the PNLMS algorithm with its step size parameter set as 1. Fig.6 shows simulation results. Both proposed algorithms outperform the PNLMS algorithm in terms of the steady-state and the tracking performances simultaneously.

V. CONCLUSION

In this paper, we proposed the sparsity-based variable forgetting factor algorithm for RLS-type algorithms. The forgetting factor in the proposed method is adjusted based on the sparsity of the filter instead of the error variance in the conventional methods. We confirmed that the proposed method could provide a better performance than the conventional methods by computational simulations.
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