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Abstract—Currently, Laroche et al. presented an efficient
method to eliminate redundant predictors for intra coding in
H.264/AVC. Their proposed method has a bitrate reduction
advantage under a low bitrate environment. In this paper, we
present a fast training-based redundant predictor elimination
scheme to enhance the execution-time performance while pre-
serving similar bitrates. We first develop a new statistic training
approach to construct a set of most similar predictor-pairs and
determine the priority of each predictor. Based on the constructed
predictor-pair set and the determined predictor priorities, we
thus can efficiently eliminate the redundant predictors and
preserve more frequently used ones, leading to the advantages
of bitrate reduction and computation-saving. The results of
experiments on the twenty-one standard Video Coding Experts
Group (VCEG) test sequences turn out that under similar
bitrates, the average execution-time improvement ratio of the
proposed method over Laroche et al.’s method can be more than
33.603%.

I. INTRODUCTION
H.264/advanced video coding (AVC) [1], [6], [8], [10],

established by the Joint Video Team (JVT) of ISO/IEC Moving
Picture Experts Group (MPEG) and ITU-T Video Coding
Experts Group (VCEG), has become the state-of-the-art video
coding standard to deal with a large number of video applica-
tions. It can produce more than 50% bitrate improvement ratio
over the MPEG-2 video coding standard when having similar
video quality [12].
For some applications, such as the surveillance and TV

broadcast systems, the bitrate requirement of intra frames
dominates the entire compression performance in H.264/AVC.
For example, in [5], the simulation results on the Foreman CIF
30 Hz sequence indicated that if an intra frame was transmitted
every twelve images, the intra frames’ bitrate approached 50%
of the total bitrate when the quantization parameter (QP) was
37, i.e., under a low birate environment. Therefore, researchers
have emphasized enhancing the compression performance by
reducing the bitrate requirement in intra coding [3], [4], [9],
[11], [13]. Most of these methods made more effort to increase
the number of possible predictors as well as reduce the residual
between the original intra block and the reconstructed intra
block. Currently, Laroche et al. [5] proposed an efficient
method to eliminate redundant predictors, that may reach more
than 22% of intra frames’ bitrate in the high QP environment.
The intra coding which only uses the remaining non-redundant
predictors can result in bitrate reduction effect, especially for
a low bitrate environment. In Laroche et al.’s method, the
similarity of each distinct predictor-pair is examined first to

determine whether the two predictors are redundant in order to
eliminate the redundant predictors. Hence, the time complexity
is 𝑂(𝑛2), where 𝑛 is the number of predictors. More detailed
explanation of Laroche et al.’s method will be described in
Section II. To reduce the time complexity and enhance the
execution-time performance, in this paper, we present a fast
training-based redundant predictor elimination scheme.
The proposed scheme first develops a new statistic training

approach to construct a set of the most similar predictor-pairs
and determine the priority of each predictor. In the training
approach, a complete undirected weighted graph, based on the
difference between each predictor-pair, is built up, and then
the most similar predictor-pair set is constructed by finding
the shortest tour of the graph. Simultaneously, the priority of
each predictor is determined by its rank probability. Further,
we exploit the most similar predictor-pair set to eliminate the
redundant predictors efficiently. Since the preservation of more
frequently used predictors is also a critical issue, the trained
predictor priorities are utilized to tackle this problem. The
proposed scheme can significantly reduce the time complexity
of Laroche et al.’s method from 𝑂(𝑛2) to 𝑂(𝑛). Twenty-one
standard VCEG test sequences [15], [16] are used to evalu-
ate the related performance and the results demonstrate that
under similar bitrates, the proposed method yields more than
33.603% execution-time improvement ratio when compared
with Laroche et al.’s method.
The rest of this paper is organized as follows. In Section

II, a brief survey of Laroche et al.’s method is given. In
Section III, the proposed fast training-based redundant pre-
dictor elimination scheme is presented. In Section IV, the
experimental results is demonstrated to show the computation-
saving effect of our proposed scheme. Finally, concluding
remarks are drawn in Section V.

II. SURVEY OF LAROCHE et al.’S METHOD
In this section, we introduce Laroche et al.’s method [5].

In the intra coding of H.264/AVC, three macroblock partition
modes, namely intra 16×16 mode, intra 8×8 mode, and intra
4× 4 mode, are used. Since intra 16× 16 mode only involves
four intra predictors, it is infeasible to eliminate redundant
intra predictors for the sake of the bitrate reduction. Therefore,
Laroche et al.’s method is primarily used for intra 8× 8 mode
and intra 4 × 4 mode, each with nine intra predictors. Since
their method for intra 4× 4 mode is the same as that for intra
8×8 mode, we only discuss the case of intra 4×4 mode. For
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Fig. 1. Nine predictors of intra 4× 4 mode.

ease of explanation, the partitioned sub-macroblocks based on
intra macroblock partition modes are called by intra blocks.
Fig. 1 shows the nine predictors of intra 4 × 4 mode. From
the figure, it is obvious that the nine predictors include eight
directional predictors and one DC predictor; and they are
denoted as 𝑃0, 𝑃1, . . . , 𝑃8, respectively. In addition, the intra
coding of H.264/AVC also supports a most probable predictor
which is dependent on the predictors of the upper and left
neighboring intra blocks. If the most probable predictor is
selected to be the predictor of the current intra block, the
predictor information is encoded by only one bit; otherwise,
it would be encoded by four bits.
To reduce the bitrate, Laroche et al.’method eliminate redun-

dant predictors. Let a video sequence with 𝑁 intra blocks be
denoted as V =

{
B𝑘∣1 ≤ 𝑘 ≤ 𝑁

}
where B𝑘 is the 𝑘-th intra

block in V. For B𝑘, the reconstructed intra block associated
with the predictor 𝑃𝑖 is denoted as B𝑘

𝑃𝑖
. In Laroche et al.’s

method, two predictors of B𝑘, 𝑃𝑖 and 𝑃𝑗 , can be reduced into
one predictor when the following condition is held:

∣𝒟ℳ𝑘
[𝑃𝑖,𝑃𝑗 ](𝑚,𝑛)∣ ≤ 𝒬(𝑚,𝑛), ∀𝑚,𝑛 ∈ {0, 1, 2, 3}, (1)

where 𝒟ℳ𝑘
[𝑃𝑖,𝑃𝑗 ] = 𝐷𝐶𝑇 (B𝑘

𝑃𝑖
− B𝑘

𝑃𝑗
); 𝐷𝐶𝑇 (B) denotes

executing DCT [2] on the block B; and 𝒟ℳ𝑘
[𝑃𝑖,𝑃𝑗 ](𝑚,𝑛)

and 𝒬(𝑚,𝑛) denote the coefficients at position (𝑚,𝑛) in the
DCT coefficient matrix𝒟ℳ𝑘

[𝑃𝑖,𝑃𝑗 ] and the quantization matrix𝒬, respectively. More detailed explanation for Eq. (1) can be
found in [5].
The redundant predictor elimination process is comprised

of six steps:
Step 1:Set the initial predictor set 𝕊𝑃 = {𝑃0, 𝑃1, 𝑃2, ..., 𝑃8}

and 𝑖← 0.
Step 2:Set 𝑗 ← 𝑖+ 1.
Step 3:If the two conditions 𝑃𝑗 ∈ 𝕊𝑃 and Eq. (1) hold,

perform the operation 𝕊𝑃 ← 𝕊𝑃 ∖ {𝑃𝑗}.
Step 4:If the condition 𝑗 ≤ 8 holds, set 𝑗 ← 𝑗 + 1 and go

to Step 3; otherwise, go to Step 5.
Step 5:If the condition 𝑖 ≤ 7 holds, set 𝑖← 𝑖+1 and go to

Step 2; otherwise, go to Step 6.
Step 6:Output 𝕊𝑃 as the reduced predictor set and stop;

Suppose each statement needs 𝑂(1) operation. The time
complexity of the above process is ranged from (𝑛 − 1) to

𝑛(𝑛− 1)/2, i.e., 𝑂(𝑛2), where 𝑛 is the number of predictors
and in this case, 𝑛 = 9.
Having obtained the reduced predictor set, the optimal

predictor, 𝑃𝑜, can be determined by the following rule:

𝑃𝑜 = arg min
𝑃𝑖∈𝕋𝑃

{𝐽𝑃𝑖}, 𝕋𝑃 = 𝕊𝑃 ∪ {𝑃𝑚}, (2)

where 𝑃𝑚 is the most probable predictor and 𝐽𝑃𝑖 is the
Rate-Distortion Cost (RDC) based on the predictor 𝑃𝑖. 𝐽𝑃𝑖

is defined by

𝐽𝑃𝑖 = 𝐷𝑃𝑖 + 𝜆𝑅𝑃𝑖 ,

where 𝐷𝑃𝑖 denotes the distortion measured by the sum of
square difference between the current intra block and the
reconstructed intra block associated with the predictor 𝑃 𝑖; 𝜆 is
a QP-dependent Lagrangian parameter; and 𝑅𝑃𝑖 denotes the
bitrate for coding the current intra block.

III. THE PROPOSED FAST TRAINING-BASED REDUNDANT
PREDICTOR ELIMINATION SCHEME

We now present the proposed training-based scheme to sig-
nificantly improve the execution-time performance of Laroche
et al.’s method under similar bitrates. In Section III-A, we
first develop a new statistic training approach to construct
a set of the most similar predictor-pairs and determine the
priority of each predictor. In Section III-B, we propose the
redundant predictor elimination process based on the most
similar predictor-pair set and the predictor priorities.

A. Statistic training approach
Given an intra block, B𝑘, in the video sequence V ={
B𝑘∣1 ≤ 𝑘 ≤ 𝑁

}
, for each predictor-pair, [𝑃𝑖, 𝑃𝑗 ], in the

predictor-pair set, 𝕊[𝑃,𝑃 ] = {[𝑃𝑖, 𝑃𝑗 ]∣0 ≤ 𝑖, 𝑗 ≤ 8}, we
calculate the sum of the absolute differences (SAD) between
the corresponding reconstructed intra blocks by

𝑆𝐴𝐷𝑘
[𝑃𝑖,𝑃𝑗 ]

(B𝑘) =
∑

0≤𝑚,𝑛≤3

∣B𝑘
𝑃𝑖
(𝑚,𝑛)−B𝑘

𝑃𝑗
(𝑚,𝑛)∣;

∀𝑖, 𝑗 ∈ {0, 1, 2, . . . , 8},
where B𝑘

𝑃𝑖
(𝑚,𝑛) and B𝑘

𝑃𝑗
(𝑚,𝑛) denote the pixel values at

position (𝑚,𝑛) in the reconstructed intra blocks, B𝑘
𝑃𝑖
and

B𝑘
𝑃𝑗
, respectively. Then, for the video sequence V, the mean

of SADs (MSAD) associated with distinct predictor-pairs can
be obtained by

𝑀𝑆𝐴𝐷[𝑃𝑖,𝑃𝑗 ] =
1

𝑁

𝑁∑

𝑘=1

𝑆𝐴𝐷𝑘
[𝑃𝑖,𝑃𝑗 ]

(B𝑘);

∀𝑖, 𝑗 ∈ {0, 1, 2, . . . , 8}.
𝑀𝑆𝐴𝐷[𝑃𝑖,𝑃𝑗 ] is a useful measure to calculate the difference
between the predictors of the predictor-pair, [𝑃 𝑖, 𝑃𝑗 ]. We use
the VCEG test sequences with intra 4×4 mode as an example.
Table I shows the MSAD between the predictors of each
predictor-pair.
After obtaining the MSAD between the predictors of each

predictor-pair, we can construct the most similar predictor-pair
set.



TABLE I
BASED ON VCEG TEST SEQUENCES, THE MSAD BETWEEN THE PREDICTORS OF EACH PREDICTOR-PAIR.

𝑃𝑖

𝑖 = 0 𝑖 = 1 𝑖 = 2 𝑖 = 3 𝑖 = 4 𝑖 = 5 𝑖 = 6 𝑖 = 7 𝑖 = 8
𝑗=0 0.00 245.80 140.09 134.81 153.30 99.83 198.25 87.73 256.85
𝑗=1 245.80 0.00 144.64 277.09 160.81 203.84 108.06 259.70 69.97
𝑗=2 140.09 144.64 0.00 177.57 108.92 113.37 114.86 151.71 147.55
𝑗=3 134.81 277.09 177.57 0.00 205.74 173.25 238.10 67.39 284.79

𝑃𝑗 𝑗=4 153.30 160.81 108.92 205.74 0.00 81.50 82.84 180.02 178.98
𝑗=5 99.83 203.84 113.37 173.25 81.50 0.00 143.92 140.89 217.64
𝑗=6 198.25 108.06 114.86 238.10 82.84 143.92 0.00 217.16 136.21
𝑗=7 87.73 259.70 151.71 67.39 180.02 140.89 217.16 0.00 268.81
𝑗=8 256.85 69.97 147.55 284.79 178.98 217.64 136.21 268.81 0.00

TABLE II
THE RANK PROBABILITY AND PRIORITY OF EACH PREDICTOR BASED ON

VCEG TEST SEQUENCES WITH INTRA 4× 4 MODE.

Predictor Rank probability (%) Priority
𝑃0 44.86 9
𝑃1 21.39 8
𝑃2 8.86 7
𝑃3 3.94 3
𝑃4 4.49 4
𝑃5 3.64 2
𝑃6 4.91 6
𝑃7 3.29 1
𝑃8 4.61 5

Definition 1: The problem of constructing the most sim-
ilar predictor-pair set is that finding a subset 𝕄 [𝑃,𝑃 ] =
⟨[𝑃𝜋(𝑖), 𝑃𝜋((𝑖+1) mod 9)]∣0 ≤ 𝑖 ≤ 8⟩ ⊆ 𝕊[𝑃,𝑃 ] such
that the sum of the MSADs (SMSADs) between dis-
tinct predictor-pairs in 𝕄[𝑃,𝑃 ], i.e., 𝑆𝑀𝑆𝐴𝐷𝕄[𝑃,𝑃 ]

=∑
[𝑃𝑚,𝑃𝑛]∈𝕄[𝑃,𝑃 ]

𝑀𝑆𝐴𝐷[𝑃𝑚,𝑃𝑛], is minimum. 𝜋 is a permu-
tation of the elements in the set, {0, 1, . . . , 8}, and 𝜋(𝑖) is the
𝑖-th permuted element.

To construct the most similar predictor-pair set, we first
build up a complete undirected weighted graph 𝐺 = (𝑉,𝐸,𝑤)
where 𝑉 = {𝑃𝑖∣0 ≤ 𝑖 ≤ 8} is the set of vertices;
𝐸 = {𝑒[𝑃𝑖,𝑃𝑗 ] = (𝑃𝑖, 𝑃𝑗)∣0 ≤ 𝑖, 𝑗 ≤ 8; ∀𝑖 < 𝑗} is
the edge set; and 𝑤 = {𝑤(𝑒[𝑃𝑖,𝑃𝑗 ]) = 𝑀𝑆𝐴𝐷[𝑃𝑖,𝑃𝑗 ]∣0 ≤
𝑖, 𝑗 ≤ 8; ∀𝑖 ∕= 𝑗} denotes the weight of each edge. Then,
we find the shortest tour of 𝐺, namely the Hamilton cycle
𝐻 = ⟨𝑒[𝑃𝜋(𝑖),𝑃𝜋((𝑖+1) mod 9)]∣0 ≤ 𝑖 ≤ 8⟩ such that the sum of
the related weights, 𝑊 (𝐻) =

∑8
𝑖=0 𝑤(𝑒[𝑃𝜋(𝑖),𝑃𝜋((𝑖+1) mod 9)]),

is as small as possible [7]. Although the problem of find-
ing the shortest tour from a graph is NP-complete, for
this case, we can solve this problem by an exhaustive
search approach since there are only nine vertices in 𝐺.
Based on the obtained Hamilton cycle 𝐻 , we can real-
ize the construction of the most similar predictor-pair set,
𝕄[𝑃,𝑃 ] = ⟨[𝑃𝜋(𝑖), 𝑃𝜋((𝑖+1) mod 9)]∣𝑒[𝑃𝜋(𝑖),𝑃𝜋((𝑖+1) mod 9)] ∈
𝐻, 0 ≤ 𝑖, 𝑗 ≤ 8⟩. For example, based on MSADs illustrated
in Table I, the most similar predictor-pair set is

⟨[𝑃0, 𝑃5], [𝑃5, 𝑃4], [𝑃4, 𝑃6], [𝑃6, 𝑃1], [𝑃1, 𝑃8], [𝑃8, 𝑃2], [𝑃2, 𝑃3],

[𝑃3, 𝑃7], [𝑃7, 𝑃0]⟩.
Different from Laroche et al.’s method, the proposed scheme

prefers to eliminating less frequently used predictors and
preserving more frequently used ones. Thus, we assign an
appropriate priority in terms of the rank probability to each
predictor. Table II shows the rank probability and priority
of each predictor based on VCEG test sequences with intra
4×4 mode. From the table, it is clear that the higher the rank
probability, the higher will be the priority of a predictor. As
we want to reduce two predictors into one predictor, the one
with lower priority will be eliminated.
Note that the construction of the most similar predictor-pair

set and the determination of predictor priorities are preformed
off-line; and they are just executed once. In the next sub-
section, we explain how the most similar predictor-pair set
and the predictor priorities are used to assist the design of the
redundant predictor elimination process.

B. Redundant predictor elimination process
Using the most similar predictor-pair set, 𝕄[𝑃,𝑃 ], and the

predictor priorities, we can eliminate the redundant predictors
efficiently. Because the elements in 𝕄[𝑃,𝑃 ] is based on a
cycle, for convenience of explanation, we represent 𝕄 [𝑃,𝑃 ]

as a new directed set 𝕄̂[𝑃,𝑃 ] = ⟨[𝑃𝜋̂(𝑖), 𝑃𝜋̂((𝑖+1) mod 9)]∣0 ≤
𝑖 ≤ 8⟩, where 𝑃𝜋̂(0) is the predictor with the highest priority.
From 𝕄̂[𝑃,𝑃 ], we can set the initial predictor set 𝕊𝑃 =
⟨𝑃𝜋̂(0), 𝑃𝜋̂(1), 𝑃𝜋̂(2), ..., 𝑃𝜋̂(8)⟩. The function 𝒫(𝑃 ) denotes
extraction operation for the priority of the predictor 𝑃 .
For an input intra block, B𝑘, the proposed redundant

predictor elimination process is comprised of six steps:
Step 1:Set 𝕊𝑃 ; 𝑖← 0; and 𝑃𝑓𝑙𝑎𝑔 ← 𝑃𝜋̂(0).
Step 2:If the condition ∣𝒟ℳ𝑘

[𝑃𝜋̂(𝑖),𝑃𝜋̂((𝑖+1) mod 9)]
(𝑚,𝑛)∣ ≤

𝒬(𝑚,𝑛) holds, go to Step 3; otherwise, go to Step
4.

Step 3:If the condition 𝒫(𝑃𝑓𝑙𝑎𝑔) ≥ 𝒫(𝑃𝜋̂((𝑖+1) mod 9))
holds, perform the operation 𝕊𝑃 ← 𝕊𝑃 ∖
{𝑃𝜋̂((𝑖+1) mod 9)}; otherwise, perform the opera-
tion 𝕊𝑃 ← 𝕊𝑃 ∖ {𝑃𝑓𝑙𝑎𝑔} and set 𝑃𝑓𝑙𝑎𝑔 ←
𝑃𝜋̂((𝑖+1) mod 9). Then, go to Step 5.

Step 4:Set 𝑃𝑓𝑙𝑎𝑔 ← 𝑃𝜋̂((𝑖+1) mod 9), and then go to Step 5.
Step 5:If the condition 𝑖 ≤ 8 holds, set 𝑖← 𝑖+1 and go to

Step 2; otherwise, go to Step 6.
Step 6:Output 𝕊𝑃 as the reduced predictor set and stop.

In the above process, the definitions of
𝒟ℳ𝑘

[𝑃𝜋̂(𝑖),𝑃𝜋̂((𝑖+1) mod 9)]
(𝑚,𝑛) amd 𝒬(𝑚,𝑛) are the



TABLE III
THE PERFORMANCE COMPARISON IN TERMS OF THE AVERAGE PSNR, THE AVERAGE BITRATE, AND THE EXECUTION-TIME.

QP:17-42 JM14-2 Laroche’s method The proposed method
PSNR BR ET PSNR BR time PSNR BR ET

Sequences (dB) (kb
s
) ( ms

frame
) (dB) (kb

s
) ( ms

frame
) (dB) (kb

s
) ( ms

frame
)

(QCIF)
Foreman 36.40 881.91 26.83 36.3 871.11 40.51 36.36 871.96 27.29
Container 36.59 889.15 26.34 36.59 878.43 38.68 36.61 877.79 25.92
Silent 36.13 959.29 27.04 36.09 947.97 41.19 36.10 948.49 27.79
football 35.64 1187.57 24.52 35.63 1178.58 36.65 35.62 1177.76 25.19
highway 37.86 626.02 23.74 37.88 611.53 34.66 37.86 609.55 22.15
mother-daughter 37.51 598.91 24.43 36.24 588.35 36.39 37.49 586.07 23.63
(CIF)
Foreman 36.91 2988.40 99.90 36.89 2943.04 149.93 36.89 2941.46 98.28
Carphone 37.37 2575.72 95.82 37.41 2522.96 141.14 37.43 2517.31 91.25
Mobile 34.90 7351.90 127.38 34.87 7336.76 190.26 34.88 7332.62 134.78
Crew 37.62 2513.09 95.02 37.60 2471.79 142.54 37.60 2461.58 91.26
Ice 39.41 1593.57 66.53 39.71 1546.61 94.92 39.69 1536.21 59.98
coastguard 35.58 3870.02 108.88 35.56 3835.35 166.21 35.57 3827.18 112.27
football 36.83 3232.36 88.49 36.81 3190.50 135.11 36.80 3183.13 88.71
highway 38.27 2038.26 88.37 38.40 1970.13 128.31 38.36 1958.49 79.09
mother-daughter 38.62 1666.54 89.97 38.57 1623.71 131.73 38.54 1616.98 83.06
(4CIF)
City 36.23 12731.73 416.99 36.21 12619.45 635.21 36.21 12567.07 421.09
Ice 39.57 4889.05 334.76 39.99 4693.57 466.44 39.95 4651.51 296.62
Soccer 37.43 9400.25 383.27 37.43 9217.12 572.23 37.44 9180.47 370.36
(720P)
In to tree 36.01 30032.76 906.69 36.07 29660.84 1329.79 36.05 29575.28 878.26
(1080P)
Blue sky 38.51 53216.00 1463.52 38.72 52442.52 2105.24 38.65 52293.31 1387.20
Tractor 38.63 42338.95 1999.66 38.53 41016.10 2947.10 38.54 40760.73 1887.68
Average 37.24 8837.21 325.67 37.28 8674.59 481.09 37.27 8641.66 319.63

same as those in Eq. (1). Suppose each statement needs 𝑂(1)
operation and the time complexity of the above process is
𝑂(𝑛), where 𝑛 (= 9) is the number of predictors. According
to the above analysis, the proposed scheme can seriously
reduce the time complexity of Laroche et al.’s method.
Finally, the optimal predictor can be determined by Eq. (2).
In the next section, we report the results of experiments
to demonstrate the applicability and execution-time saving
advantage of the proposed algorithm.

IV. EXPERIMENTAL RESULTS

To test the effectiveness of the proposed algorithm, we
conducted experiments on the twenty-one standard VCEG test
sequences [15], [16]. We compared the performance among
the method used in JM 14.2, Laroche et al.’s method, and our
proposed training-based method. For our proposed method,
we used ten VCEG test sequences to be the training set. In
the experiments, all the blocks of the test sequences were
intra 4 × 4 coded; and six different QPs, namely 17, 22,
27, 32, 37, and 42, were considered for encoding the test
sequences. All the concerned methods were implemented on
the IBM compatible computer with Intel Core 2 Duo E7400
CPU 2.8 GHz and 2GB RAM. The operating system used was
Microsoft Windows 7; and the implementation platform was
JM14.2 [14], that is realized by Visual C++ 2005.
Based on the twenty-one test sequences and six different

QPs, we ran the three concerned methods, respectively. Table
III shows the performance comparison in terms of the average

TABLE IV
THE AVERAGE EXECUTION-TIME IMPROVEMENT RATIO OF THE PROPOSED

METHOD WHEN COMPARED WITH LAROCHE et al.’S METHOD.

ET ( ms
frame

) AETIR (%)
Laroche’s method 481.39

The proposed method 319.63 33.603

signal-to-noise ratio (PSNR), the average bitrate requirement
(BR), and the average execution-time (ET). From the table,
it is obvious that on average, the three methods yielded
almost the same PSNR quality performance; and both Laroche
et al.’s method and the proposed method produced better
compression performance, i.e., less bitrate requirement, than
the one used in JM 14.2. In fact, the proposed method had
a slight compression performance improvement over Laroche
et al.’s method. Further, Table III also reveals that the pro-
posed method generated the best execution-time performance
among the three concerned methods. Finally, Table IV demon-
strates the average execution-time improvement ratio (AETIR)
of the proposed method when compared with Laroche et
al.’s method. From the table, it is clear that the average
execution-time improvement ratio of the proposed method can
reach 33.603% (= 481.39−319.63

481.39 × 100%). Since the average
execution-time improvement ratio is significant, the proposed
method is efficient and applicable.



V. CONCLUSIONS
We have proposed a fast training-based redundant predictor

elimination scheme to enhance the execution-time perfor-
mance of Laroche et al.’s method [5] while preserving similar
bitrates. The proposed scheme differs from Laroche et al.’s
method in that it uses a set of most similar predictor-pairs and
the priority of each predictor to guide the redundant predictor
elimination process. In the proposed scheme, a new statistic
training approach is first developed to construct a set of
most similar predictor-pairs and determine the priority of each
predictor, that can used to assist in eliminating the redundant
predictors efficiently and preserving more frequently used
ones. The proposed scheme can significantly reduce the time
complexity of Laroche et al.’s method form𝑂(𝑛2) to 𝑂(𝑛). By
experimenting on twenty-one standard VCEG test sequences,
the results demonstrate that under similar bitrates, the proposed
method has more than 33.603% execution-time improvement
ratio over Laroche et al.’s method.
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