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Abstract—An example-based question answering (QA) is a
robust and practical approach for a real-environment information
guidance system. However, it cannot appropriately respond to
unexpected user’s utterances if a similar example of a question-
answer pair does not exist in the QA database; in addition, the
answer sentences cannot reflect differences in nuance, because the
set of answer sentences are fixed beforehand. To deal with these
problems, we propose a new method, which introduces statistical
machine translation training to answer sentence generation. In
the proposed method, we treat questions and answer sentences as
different languages. In this paper, we investigate a feasibility of
translation from question into answer using real user utterances
for Takemaru-kun

I. INTRODUCTION

Automatic speech recognition (ASR) has been widely ap- e T
plied to dictation, Voice Search, and car navigation, to name a Fig. 1. Speech-oriented guidance sysféakemaru-kun
few. In this paper, we describe a speech-oriented information
guidance systemTakemaru-kun which aims to realize a
natural speech interface using ASR [1]. In this paper, we propose an approach to deal with unknown

Takemaru-kuris a real-environment speech-oriented inforgquestions by introducing a Statistical Machine Translation
mation guidance system whose task domain is not givéBMT) technique. In the proposed paradigm, we treat the
beforehand. It is an example-based question answering systgoestion set and the answer set as different languages. That
which is flexible to respond to user’s questions on demandis to say, a question to the system is translated to the corre-

An answer to a user’s question is selected by referring tasponding system answer by SMT models. By introducing SMT
guestion and answer database (QADB), which can be eagdghnique to question answering (QA), differences of nuance
maintained without paying particular attention to the scope afe also expected to be reflected in an answer sentence.
the system. In the following sections, the system overviewTatkemaru-

One of the problems in an example-based system suchkas, the concept of SMT and how we introduce it to QA
Takemaru-kuns that the system cannot respond to unexpectade described. They are followed by an experimental evalua-
user’s utterances, if a similar example of a question-answ@n using transcriptions of real user’s utterances received by
pair does not exist in the QADB. A secondary problem is th@kemaru-kurand discussion and conclusion of the paper.
the answer sentences cannot reflect differences in nuance as
the set of answer sentences are fixed beforehand. For example,
the system would respond the same sentence to different )
guestions such as “Would you tell me how to get to the neardst Takemaru-kun System Overview
bus stop?” and “Where can | ride on a bus?” To realize a Takemaru-kunis a speech-oriented information guidance
familiar speech interface, it is preferable to arrange answesgstem that has been in operation since Nov. 2002 at the en-
using more appropriate phrases. trance hall oilkoma City North Community CentéFig. 1) [1].

An analytical result of user’s utterances shows that abolihe system answers user’s questions about the center facilities,
5% of user's questions are not included in the QADB. Teervices, neighboring sightseeing, agent profile and so on.
treat this problem, research on out-of-task utterances (OOlhe system employs a one-question-one-answer strategy. This
detection using SVM (Support Vector Machine) and BOVdpproach is simple, but it achieves robust answer generation. A
(Bag-of-Word) has been conducted [2]. A detected OOT cagstem answer is provided by synthetic speech, Web browser
be sent to an Internet Voice Search engine as a query. and CG agent animation.

II. SPEECHORIENTED GUIDANCE SYSTEM
TAKEMARU-KUN



into another language automatically. This technique makes it

M possible to build quickly and easily translation systems for
e e Dample onswer Syt various languages or systems for special fields, for example,
Ineut Noise Voice i) patent documents.
jecti Search A
Rejection earcl

Fig. 2. Processing flow ofakemaru-kun

A. Fundamentals of SMT

Here, we explain the fundamentals of SMT. Suppose you
want to translate a sentence from source langufgato
a sentence from target language There are innumerable
choices of translated results The decoder in SMT system
The system structure is illustrated in Fig. 2. Speech/Noig@|culatesP(e|f), the probability that is the translation result
discrimination using Gaussian Mixture Models (GMM) i £, for all pairs of (e, f). The system outputs the sentence
executed in parallel with ASR. MFCCs of the GMMs arg for which P(e|f) is the greatest (Fig. 3). Using Bayes’
Constructed from ﬁVe kindS Of I‘eal input to the System, Whiq_’heorem, we can express this prob|em as belOW,
are adult speech, child speech, laughing, coughing and other
noise. If the likelihood in any of the last three is the highest, € = arg ;naXP(e\f)
the input is rejected as a noise.
Adult and child classification is also conducted during paral- = are ;naxp(f'e)P(G) @

lel decoding using acoustic likelihoods. The N-Best ASR resqlr% this formula, P(f|e) expresses the translation model and

is used to calculate a similarity score with each example queﬁ(e) expresses the language model. The translation model

tion in the QADB, prepared for adult and child separately. Thlg the probability of translating, and the language model is

nearest neighbor approach is employed for example select{ﬁg expression of fluency of the sentence. The translation

using equation (1) [3]. The example question with the highes odel is built from the analysis of bilingual corpora and the

score is regarded as the user input and the correspon(ﬁﬂg . : .
. arrguage model is built from the analysis of the corpus of
answer is used as the output message.

Similarity score = the ta_rget language. The IBM mod_el_ [4], built by Iearnin_g
o ) the alignment of words, was used originally as the translation
— (Qﬁrrnnk?grr(%fyvvgrrgsﬁ?ulsncwﬁrg%%sr a3 v?/g(rj SRS 5@ model. Recently, phrase-based translation model has been
Sye {n utIyutteranceS E pr_oposed. In.th.e phrase-based model, a phrase is useq as the
I P alignment unit, instead of a word. Now, “phrase” means simply
Sk € { Example utterancep a sequence of words, not a linguistic unit, for example, verb

All system input have been collected from the start dgirase or noun phrase.
operation. The data for the first two years were manually pprase-based SMT

transcribed with tags concerning noise and labels about age- ) i
group and gender. The tags and labels were given by hearind! this paper we apply the phrase-based SMT. Koehn's

of four trained labelers. These data were used to construct fAEhd [3] is popular in phrase-based SMT methods. In this
GMMs and to adapt the acoustic models and language mod®gthod. the translation model is formulated as below.
used in the daily operation. The transcription data are used in L I
the experiment section. P(fle) = P(file]) = [ [ ¢(File)d(ai —bi1)  (3)
=1

B. Answer Sentence Extension in Takemaru-kun

o The input sentence of source langudgis segmented into a
In the system, the tasks are not limited beforehand. As the =1 — 1.
) sequence of phrasesf;. Each phrasg, in f; is translated
system offers example-based QA, the domains of answer have i _
: iNto a phrase of target languagg The phraseg; may be
been extended on demand of users. The QADB in the system — o : .
. . . reorderedo(f,|e;) is the phrase translation probabilitta; —
consists of example questions and corresponding answer palrs. . . ; . e ‘.
. . . b;~1) Is the phrase distortion probability; is the start position
As the QADB can be simply updated by adding question- .
answer pairs. to deal with a variety of phrases that a earo|f the phrase of source language that was translated into the
pars, yorp ppear 1, phrase of target languagi. ; is the end position of the

spontaneous speech, transcrlpthns of user’s ytterances h Ve se of source language that was translated it the)-th
been added to the example questions. Introducing ASR restlts
rase of target language.

as question examples is also effective to update QADB [ﬁ'The phrase distortion probability is a penalty for the dif-

However, the addmon of new answer sentences mUSt.Peerence of the position between phrases (or words) before
conducted manually with the preparation of the CorreSpond'ﬂ%nslation and after translation
example questions. Phrase translation probability is given by relative frequency.

[1l. STATISTICAL MACHINE TRANSLATION METHOD

SMT builds statistical translation models from the analysis o(fle) = ——
of bilingual corpora and makes possible to translate a language 27’ count(f",€)

count(f, €) @



TABLE |

DATASET FEATURES
"EEIEIZ a3V DEETHD,

w Training data Period Nov.2002-Oct.2004
source language f Source language '— (excluding Jul.&Aug.2003)
# of 1
Em—— P of data 8509 pairs
del RO B LA T, Development datg Period Jul.2003
mode i.ggggﬁnruﬁz # of data || 872 pairs
P(f] e) coEe Test data Period Aug.2003
Decoder # of data || 1053 pairs
Language
model <t Torgetianguage ||
P(e) 1. Thisis a pen. TABLE I
2.My name is Taro. EVALUATION OF RESULT
3. It's fine today.
4. second language [ Total test data | 1053 sentences
target language e Appropriate answers 592 sentences
”Language is a means of communication.” exactly the same as correct answer sentence 543 sentenceg

not exactly the same as correct answer sentence 49 sentences|
Inappropriate answers 461 sentences
BLEU score 0.660

Fig. 3. Statistical Machine Translation system.

"HRT-OBERFIE?”

("Your name?”)

Sentence from —_Qapairscorpus || V. EXPERIMENTS

question f Question | We investigated whether question sentences can be properly
Translation ;:WZ@;ZT”) translated into corresponding answer sentences in this experi-

model o K e ment. In the language translation task, each pair of words or
P(f]e) e phrases has the same meaning, however, in the QA translation

Decoder g task, each pair has different meanings. Additionally, short
m(g)de%e e Answer [T sentences tend to be translated into short sentences in the
P(e) BRIy language translation task, but the length of the answer sentence

i N does not directly relate to that of the question sentence

Sentence from
answer €
TENEM DS EENT AT TILEBRLET "

("1’'m Takemaru, born from a bamboo.”)

JLEBLET ('m Takemaruy,
born from a bamboo.)

3 b LIEEDRM.. DU
[STELVET (The toiletis on
the left over there or near ...)
4 FEGRAYIE LAY
T (llike a rice cracker.)

generally. The purpose of this experiment is to investigate
the possibility of generating answer sentences by SMT in the
conditions as mentioned above.

A. Experimental condition
Fig. 4. SMT for QA system.

We employed a dataset that consists of manual transcriptions
of adult user’'s utterances and the answer sentences tagged
on them. The amount of the kinds of answer sentences is

Moses a the phrase-based SMT toolkit developed by Koel276. The dataset was collected willakemaru-kunsystem
et al.(http://www.statmt.org/moses/). Moses extracts phradesm Nov. 2002 to Oct. 2004(Table I). We built the trans-
from the bilingual corpora using the heuristics based on thetion model from these QA pairs, and built the language
word alignment of the IBM model. model from answer sentences, excluding the pairs of Jul.
and Aug. 2003. The training data consist of 18509 pairs.
The data of Jul. 2003 are used as development data, and the
feature weights were optimized for BLEU. The data from
Aug. 2003 are used as test data. The question sentences
SMT is originally a technique that makes possible autef the test data are translated into answer sentences with
mated translation between different languages. the translating decoder. We obtained the word alignment by
In our approach, we suppose that question sentences cdulaning GIZA++(http://code.google.com/p/giza-pp/), and built
be translated into answer sentences if we consider questiba language model by SRILM, and extracted phrases and
and answer sentences as different languages. Fig. 3 she&soded sentences by Moses.
the original SMT flowchart and Fig. 4 illustrates how the ) )
technique is applied to the QA proposed in this paper. In tht Results and Discussions
language translation task, translation models are built fromBy the translation with the proposed method, BLEU score
bilingual corpora, for example, English and French. Now, iwas 0.660. In the example-based method, in comparison, we
the QA translation task, translation models are built fromidn't use BLEU score. We evaluated the results subjectively
QA pairs and language models from answer sentences. Ttwn the view of "the appropriateness as an answer.” The
following procedures are the same as the language translatipestion sentences were translated into exactly the same
task. answer sentences in the QADB for 543 test sentences out of

IV. ANSWER GENERATION BY USINGSMT



s . TABLE Il
1053. Additionally, there were 49 cases where the appropriate EXAMPLES OF RESULT

answers were not exactly the same answer sentences. Thesgs; [ Sentence
592 cases corrgspond to 56.2% of thg test data, so it showsLF@;_l Q " HAOBATIE (Your name?”)
feasibility of this method. In comparison, response accuracy T RV ENY re LB LET
; i imilari ihe ("I'm Takemaru, born from a bamboo.”)
_of the _convgntlona(l) method using S|mllar|ty scores d_escrlb,d A TRUIPNE D A S b L F L%
in section 2is 79.9% [6]. In this experiment, transcription data (’''m Takemaru, born from a bamboo.”)
excluding the test data are used for the QADB. Although the&ex2 | Q  "KKITiT & T2V ATTT Z7 (Twant to go to Osaka)
accuracy of the proposed method is lower than the conven- T PRBOGEIC W SRR T & DB TS
ional method, the feasibility of the method is illustrated (‘Get on a train bound for Nanba o go fo osaxa.)
tional method, y ( rated. A URBFIENC ACIEHEMEAT & OB B A SR < 72 S0
Examples of translated sentences are illustrated in Table |II. ("Take a train bound for Nanba to go to Osaka.”)
In Ex.1, the translated sentence is exactly the same to tHex3 | Q "#il&Z &L TFS" (Please tell me your name.”)
t d d that in Ex.2 i X ty th T "R »5 2 ENTEOR—LR—=DIZT7 7 A LET”
agge arllsv_ver’ an at In EX.2 1S hot exactly the same, ("I'm accessing born from a bamboo Web page.”)
however, it is proper as an answer. The rest are examples A TR B ERIZ A re L EBLET
that have problems in the generated answer sentences. |For_ 5 g’_r;j;ggaﬂ%gc;n f(rmab?mtaool-"k) ST
. . . 1% ) Z T9 " ("Where is the Ikoma City Hall?”
_example, the con_catenatlon in t_hg translated sentepce I_Ex'.;é‘ T SRR ORI 5 ) £
is strange. We think that a restriction of concatenation with ("is on the south of the Ikoma Station.”)
POS information may be effective for these cases. Ex.4 and A ’ﬁ%’@ﬁqﬁ?%miﬂi"fﬁﬁfﬂmﬁﬁ'l‘i%} y i* station”)
. Llata oma ClI all Is on the south O e [Koma Station.
5 are broken, incomplete sentences.' Iq the;e cases, compiete: O T HAEFE O AN CTAY (Whats your name?”)
sentences may be generated restricting first/last words | of T RIS D EnF vl
a sentence as appropriate first/last words. Ex.6 is formed ('l Takemaru, born from a bamboo”)
well, however, the content is incorrect. These cases occur A (,ﬁ{ﬁgﬁe?;ﬁg}nﬁgr{ ;Vgail;fg
because SMT cannot use knowledge of the meaning of thexe @ "7v~« L= EC =TT ("Where is the playroom?’)
words. This phenomenon should not occur in the guidance T TV A N AIEORD b A LOPHIH D 5 .
task, so we have to think a way to screen sentences with A (;hf}"iyfgpi';‘rle{’étotoffrﬁlggg’g‘f;;gﬁ'er to the left.)
incorrect contents. Additionally, a problem is that the control ("The playroom is next to the stairs to the left.’)
is difficult. For example, the question sentences of Ex.3 apdéx.7 | Q "B4AiZ#&x TTF V" ("Please tell me your name.)
Ex.7 are almost the same, however, the translated sentences are | V_)Q‘;’Lef,pg"}fejfff;sf;ﬁn Ex3
fairly different. In this paper, transcriptions are used as input Crm Tak;maru, born”)
guestion sentences, however, the actual inpuTdkemaru- A RS EREZ S LB LES
kun are ASR results, so it is expected that more difficulties ("'m Takemaru, born from a bamboo.”)

R X reee K X Q:Question sentence
will arise. There are many difficulties as mentioned above, T:Translated sentence from question

however, question sentences can be translated into answerA:Tagged answer sentence
sentences that have entirely different meanings.

VI. CONCLUSIONS
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